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Problem 1. Let E = {0, 1, 2, . . .} and E = 2E . We define for h > 0, s > 0, k ∈ E,B ∈ E that

Ph(k,B) := P(Ns+h ∈ B|Ns = k). (1)

(a) We show that (Ph(k,B)) is a transition function.

• By properties of conditional probability, B 7→ Ph(k,B) is a probability measure on E for
each h > 0, k ∈ E.

• Since E = 2E , it is obvious to verify the measurability of E 3 k 7→ Ph(k,B).

• P0(k,B) = P(Ns ∈ B|Ns = k) = δk(B).

• Check the Chapman-Kolmogorov condition: let u, v > 0, one has

Pu+v(k,B) = P(Ns+u+v ∈ B|Ns = k) = P(Ns+u+v −Ns +Ns ∈ B|Ns = k)

(Ns+u+v−Ns)⊥Ns
= P(Ns+u+v −Ns + k ∈ B).

We also have∫
E
Pu(y,B)Pv(k, dy) =

∞∑
m=0

Pu(m,B)Pv(k, {m})

=
∞∑

m=0

P(Ns+u+v ∈ B|Ns+v = m)P(Ns+v = m|Ns = k)

=

∞∑
m=0

P(Ns+u+v −Ns+v +m ∈ B)P(Ns+v −Ns + k = m)

=
∞∑

m=0

P(Ns+u+v −Ns+v +m ∈ B,Ns+v −Ns + k = m)

=

∞∑
m=0

P(Ns+u+v −Ns + k ∈ B,Ns+v −Ns + k = m)

= P(Ns+u+v −Ns + k ∈ B).

Hence
∫
E Pu(y,B)Pv(k, dy) = Pu+v(k,B), which asserts the Chapman-Kolmgorov condition.

(b) Let F be the natural filtration of (Nt)t>0.
Let f : (E, E)→ (R,B(R)) be bounded. For s 6 t, we have

E(f(Nt)|Fs) = E(f(Nt −Ns +Ns)|Fs) = Ef(Nt −Ns +m)|m=Ns ,

and∫
E
f(y)Pt−s(Ns, dy) =

[ ∞∑
k=0

f(k)Pt−s(m, {k})

]
m=Ns

=

[ ∞∑
k=0

f(k)P(Nt = k|Ns = m)

]
m=Ns

=

[ ∞∑
k=0

f(k)P(Nt −Ns +m = k)

]
m=Ns

= Ef(Nt −Ns +m)|m=Ns .

Thus

E(f(Nt)|Fs) =

∫
E
f(y)Pt−s(Ns, dy),

which implies that (Nt) is a Markov process w.r.t. F with the transition function above. �
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Problem 2. Let Mt := eiaWt

E eiaWt
, where W is a standard Brownian motion. We show that M is

a martingale w.r.t. FW = (FW
t )t>0.

• It is clear that M is adapted;

• Since E eiaWt = e−
a2t
2 > 0 for any a ∈ R, t > 0, one has E|Mt| = 1

|E eiaWt | <∞;

• For 0 6 s < t, we have

E(Mt|FW
s ) = E

( eia(Wt−Ws) eiaWs

E eia(Wt−Ws) eiaWs

∣∣∣ FW
s

)
=

eiaWs

E eiaWs
= Ms a.s.

Hence M is a martingale w.r.t. FW . �

Problem 3. Let (F)t>0 be a filtration and define Gt := Ft+ = ∩u>tFu. We have

Gt+ = ∩u>tGu = ∩u>t ∩s>u Fs = ∩s>tFs = Ft+ = Gt,

which means that G is right continuous. �

Problem 4. Let X = (Xt)t>0 be a process such that Xt − Xs is independent of FX
s for all

0 6 s 6 t.
Let 0 6 s 6 t0 < t1 < · · · < tn. We show that the vector Yn := (Xt1 −Xt0 , . . . , Xtn −Xtn−1)

is independent of FX
s . Take D ∈ FX

s arbitrarily.
The characteristic function of (Xt1 −Xt0 , . . . , Xtn −Xtn−1 ,1D) is

ϕ(x1, . . . , xn, y) := E ei[
∑n

k=1 xk(Xtk
−Xtk−1

)+y1D]

= E eixn(Xtn−Xtn−1 )+i[
∑n−1

k=1 xn(Xtk
−Xtk−1

)+y1D]

Xtn−Xtn−1⊥F
X
tn−1

= E eixn(Xtn−Xtn−1 ) E ei[
∑n−1

k=1 xn(Xtk
−Xtk−1

)+y1D]

= E eixn(Xtn−Xtn−1 ) · · ·E eix2(Xt2−Xt1 ) E eix1(Xt1−Xt0 ) E eiy1D

= E eixn(Xtn−Xtn−1 ) · · ·E eix2(Xt2−Xt1 )+ix1(Xt1−Xt0 ) E eiy1D

= E ei[
∑n

k=1 xk(Xtk
−Xtk−1

)] E eiy1D

= ϕYn(x1, . . . , xn)ϕ1D(y),

where ϕYn and ϕ1D is the characteristic function of Yn and 1D respectively. Thus we conclude
that Yn and FX

s are independent. �

Problem 5. Let X have independent increments with X0 ≡ 0. We prove that Xt − Xs is
independent of FX

s .
- We first observe that

FX
s = σ{Xu : 0 6 u 6 s} = σ{Xu −Xv : 0 6 v < u 6 s}

= σ
{

(Xun −Xun−1 , . . . , Xu1 −Xu0) : 0 6 u0 < u1 < · · · < un 6 s, for all n
}
.

Define

As :=

∞⋃
n=1

⋃
06u0<u1<···<un6s

σ{Xun −Xun−1 , . . . , Xu1 −Xu0}.

It is clear that A is an algebra and FX
s = σ(As).

Since X has independent increment, Xt −Xs is independent of As. Denote

Gs = {G ∈ FX
s : P((Xt −Xs ∈ B) ∩G) = P(Xt −Xs ∈ B)P(G) for all B ∈ B(R)}.

We have As ⊂ Gs ⊂ FX
s . It is easy to show that Gs is a monotone class (or a λ-class). Using the

monotone class theorem (or π-λ Dynkin’s theorem, resp.) we conclude that FX
s = σ(As) ⊂ Gs.

Therefore, Gs = FX
s , and we conclude that Xt −Xs is independent of FX

s .
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