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Problem 1. Let C[0,∞) be the family of continuous functions f : [0,∞)→ R. Define

Ft := σ{{g ∈ C[0,∞) : g(s) ∈ B} : s ∈ [0, t], B ∈ B(R)}.

Fix t > 0. We show the strict inclusion Ft  Ft+. Define

At := {g ∈ C[0,∞) : g attains a local maximum at t}.

Since each element of At is a continuous function, it implies for all N ∈ N that

At :=
∞⋃
n=N

⋂
s∈(t− 1

n
,t+ 1

n
)∩Q

{g ∈ C[0,∞) : g(t) > g(s)} ∈ Ft+ 1
N
.

Hence
At ∈ ∩∞N=1Ft+ 1

N
= Ft+.

In order to show At /∈ Ft, we use the Fact: “Let f1, f2 ∈ C[0,∞) such that f1(s) = f2(s) for
all s ∈ [0, t]. If E ∈ Ft and f1 ∈ E, then f2 ∈ E”.

Consider g1(s) = s and

g2(s) =

{
s if s 6 t

2t− s if s > t.

It is clear that g2 ∈ At and g1(s) = g2(s) for all s ∈ [0, t]. If At ∈ Ft, then it follows from the
Fact above that g1 ∈ At, which leads to the contradiction. Therefore, At /∈ Ft.

Prove the Fact : Define

Et := {E ∈ Ft : if f ∈ E and f̂ ∈ C[0,∞) with f(s) = f̂(s) ∀s ∈ [0, t], then f̂ ∈ E}.

We prove Et = Ft by showing that Et is a σ-algebra and

{g ∈ C[0,∞) : g(s) ∈ B} ∈ Et, ∀s ∈ [0, t], B ∈ B(R).

• It is clear that C[0,∞) ∈ Et.

• Let E ∈ Et. Consider f ∈ C[0,∞)\E and f̂ ∈ C[0,∞) with f(s) = f̂(s) for all s ∈ [0, t].

If f̂ ∈ E, then the definition of Et implies that f ∈ E, which is the contradiction. Hence
f̂ ∈ C[0,∞)\E, which means C[0,∞)\E ∈ Et.

• Let En ∈ Et, n > 1. Let f ∈ ∪n>1En and f̂ ∈ C[0,∞) with f(s) = f̂(s) for all s ∈ [0, t].
Then there exists n0 such that f ∈ En0 . Since En0 ∈ Et, it asserts that f̂ ∈ En0 . Hence
∪n>1En ∈ Et.

• Let s ∈ [0, t] and B ∈ B(R). Set G := {g ∈ C[0,∞) : g(s) ∈ B}. If f ∈ G and f̂ ∈ C[0,∞)
such that f(u) = f̂(u) for all u ∈ [0, t], then we have f̂(s) = f(s) ∈ B, which means
f̂ ∈ G. Thus G ∈ Et. �
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Problem 2. Let W̄ be a continuous modification of W . For any bounded Borel f , we have∫
R
f(y)Pt(x, dy) =

∫
R
f(y)P(Wt + x ∈ dy) =

∫
R
f(y)PWt+x(dy) = Ef(Wt + x),

where PWt+x denote the image measure of P via Wt + x. Since W̄ is a modification of W , we
get W̄t = Wt in distribution, and hence∫

R
f(y)Pt(x, dy) = Ef(W̄t + x).

(a) For f = sin, we have that, for all x ∈ R,

lim
t↓0

∫
R

sin(y)Pt(x, dy) = lim
t↓0
E sin(W̄t + x) = E lim

t↓0
sin(W̄t + x) = sinx = f(x),

where one applies the dominated convergence theorem to get the second equality.
(b) For f = 1(−∞,0], by choosing x = 0 we have

lim
t↓0

∫
R
1(−∞,0](y)Pt(0, dy) = lim

t↓0
E1{Wt60} = lim

t↓0
P(Wt 6 0) =

1

2
,

while f(0) = 1. Hence limt↓0
∫
R 1(−∞,0](y)Pt(0, dy) 6= f(0). �

Problem 3. Recall that FPt = FXt ∨N P. Define

Gt := {G ⊆ Ω : ∃H ∈ FXt : H∆G ∈ N P}.

First, we show that Gt is a σ-algebra. Indeed,

• Ω ∈ Gt: clear;

• Let G ∈ Gt. Then there is an H ∈ FXt such that H∆G ∈ N P. Noticing that H∆G =
(Ω\G)∆(Ω\H) and Ω\H ∈ FXt , we obtain that Ω\G ∈ Gt.

• Let (Gn)n>1 ⊂ Gt. There exists the corresponding (Hn)n>1 ⊂ FXt such thatGn∆Hn ∈ N P.
Now, (

∪n>1 Gn
)

∆
(
∪n>1 Hn

)
⊆ ∪n>1(Gn∆Hn) ∈ N P.

By the definition of N P, we get that
(
∪n>1Gn

)
∆
(
∪n>1Hn

)
∈ N P. Since ∪n>1Hn ∈ FXt ,

it implies ∪n>1Gn ∈ Gt.

Next, we prove that FPt = Gt.
“⊆”: This direction is clear because FXt ⊆ Gt and N P ⊆ Gt.
“⊇”: Let G ∈ Gt. Then there is an H ∈ FXt such that F := G∆H ∈ N P. Since G = H∆F ,

we conclude that G ∈ FPt . Hence Gt ⊆ FPt . �

Problem 4. Let X = (Xt)t>0 be a d-dimensional Lévy process in law. Define

ft(u) := E ei〈u,Xt〉, u ∈ Rd, t > 0.

(a) For all u ∈ Rd, f0(u) = E ei〈u,X0〉 = 1 a.s.
(b) For all u ∈ Rd, s, t > 0,

ft+s(u) = E ei〈u,Xt+s〉 = E ei〈u,Xt+s−Xt〉+i〈u,Xt〉

Xt+s−Xt⊥Xt
= E ei〈u,Xt+s−Xt〉 E ei〈u,Xt〉 Xt+s−Xt∼Xs

= E ei〈u,Xs〉 E ei〈u,Xt〉

= ft(u)fs(u).
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(c) Let u ∈ Rd and t > 0. For any n ∈ N, applying (b) we get

ft(u) =
(
f t

n
(u)
)n
.

If ft(u) = 0, then ft/n(u) = 0 for all n. Since Xt/n → X0 = 0 as n → ∞ in probability, the
dominated convergence theorem implies that

lim
n→∞

f t
n

(u) = lim
n→∞

E ei〈u,Xt/n〉 = E lim
n→∞

ei〈u,Xt/n〉 = f0(u) = 1,

which leads to a contradiction. Thus ft(u) 6= 0 for all u, t. �

Problem 5. Let X be a d-dimensional Lévy process in law. Fix θ ∈ Rd. Define

Zt :=
ei〈θ,Xt〉

E ei〈θ,Xt〉
.

We show that (Zt)t>0 is a martingale w.r.t. (FXt )t>0.

• Zt is FXt -measurable: clear.

• For t > 0, due to problem 4(c) we have

E|Zt| = E
∣∣∣∣ 1

E ei〈θ,Xt〉

∣∣∣∣ =
1

|ft(θ)|
<∞.

• For 0 6 s 6 t,

E[Zt|FXs ] = E

[
ei〈θ,Xt−Xs〉 ei〈θ,Xs〉

E ei〈θ,Xt−Xs〉 E ei〈θ,Xs〉

∣∣∣FXs
]

=
ei〈θ,Xs〉

E ei〈θ,Xs〉
= Zs a.s.
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