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Exercises -5- 14:15-16:00 MaD 381 02.12.2019

(1) rv’s independent from a σ-algebra
Assume that Y = (Y1, ..., Yd) : Ω → Rd is a random variable on (Ω,F ,P) and G ⊆ F a
sub-σ-algebra. Show that

E
[

exp {i(x1Y1 + ...+ xdYd)}1IG
]

= P(G)E exp {i(x1Y1 + ...+ xdYd)}, ∀x ∈ Rd, ∀G ∈ G.

implies that Y is independet from 1IG for any G ∈ G. (We then say that Y and G are
independent.)
Hint: You may use the fact that the random variables (X1, . . . , Xd) and Xd+1 are inde-
pendent ⇐⇒

E exp{i(x1X1 + . . .+ xd+1Xd+1)} = E exp{i(x1X1 + . . .+ xdXd)}E exp{ixd+1Xd+1},

for all (x1, ..., xd+1) ∈ Rd+1.

(2) infinitesimal generator of the Poisson process
Let E := N and 2N := B(E) and assume that T (t)f(x) = Ef(Nt + x), where (Nt)t≥0 is a
Poisson process with parameter λ > 0. Show using the distribution of Nt that A is given
by

Af(x) = λ(f(x+ 1)− f(x)), x ∈ N
and D(A) = {f : N→ R : f bounded}.

What is your guess for E, A and a subset S ⊆ D(A) in case of a compound Poisson process
X, given by

Xt =

Nt∑
k=1

Yk (with
0∑

k=1

Yk := 0)

where (Yk)k≥1 is an i.i.d. sequence with Yk : (Ω,F) → (Rd,B(Rd)), independent from
(Nt)t≥0?

(3) Lévy-Khintchine representation and infinitesimal generator

(a) If (Nt)t≥0 is a Poisson process with intensity λ > 0 then we know that the characteristic
function is given by

ϕNt(u) = EeiuNt = eλt(e
iu−1), u ∈ R

Put T (t)f(x) := Ef(Nt + x) and compute for any function f of the class

{f : x 7→ eiux : u ∈ R}

the limit
lim
t↓0

T (t)f(x)− f(x)

t
.

We know that for a real-valued bounded and measurable function g we would get

Ag(x) = λ(g(x+ 1)− g(x)).

What do you notice?



(b) If (Wt)t≥0 is the standard Brownian motion, then

ϕWt(u) = e−
1
2 tu

2

, u ∈ R.

Is it true that for any f(x) = eiux and T (t)f(x) := Ef(Wt + x) it holds

lim
t↓0

T (t)f − f
t

=
1

2
f ′′?

(4) the semigroup of a diffusion
One can show that the solution X of the stochastic differential equation

Xt = x+

∫ t

0
a(Xs)ds+

∫ t

0
σ(Xs)dBs,

where {Bs : s ≥ 0} denotes the standard one-dimensional Brownian motion and
a, σ : R → R are Lipschitz continuous and bounded functions, is a Markov process w.r.t
the augmented natural filtration {FXt ; t ≥ 0}. Let

C2
c (R) := {f : R→ R : f compact support, f, f ′f ′′ continuous }.

Use Itô’s formula on f(Xt), f ∈ C2
c (R) and show that T (t)f(x) := Ef(Xt) is given by

T (t)f(x) = f(x) +

∫ t

0
EAf(Xs)ds,

where

Af(x) = a(x)f ′(x) +
1

2
σ2(x)f ′′(x), x ∈ R.

Hint: If (Ys)s∈[0,T ] is progressively measurable and such that E
∫ T
0 Y 2

s ds < ∞, then
E
∫ T
0 YsdBs = 0.


