




Many of the most fundamental and important “laws of nature” are conveniently
expressed as equations involving rates of change of quantities. Such equations are
called differential equations, and techniques for their study and solution are at the heart
of calculus. In the falling rock example, the appropriate law is Newton’s Second Law
of Motion:

force = mass x acceleration.

The acceleration, —9.8 mIs2, is the rate of change (the derivative) of the velocity,
which is in turn the rate of change (the derivative) of the height function.

Much of mathematics is related indirectly to the study of motion. We regard
lines, or curves, as geometric objects, but the ancient Greeks thought of them as paths
traced out by moving points. Nevertheless, the study of curves also involves geometric
concepts such as tangency arid area. The process of differentiation is closely tied to
the geometric problem of finding tangent lines; similarly, integration is related to the
geometric problem of finding areas of regions with curved boundaries.

Both differentiation and integration are defined in terms of a new mathematical
operation called a limit. The concept of the limit of a function will be developed in
Chapter 1. That will be the real beginning of our study of calculus. In the chapter
called Preliminaries, we will review some of the background from algebra and geometry
needed for the development of calculus.

Preliminaries
I ‘Reeling and Writhing, of course, to begin with,’

the Mock Turtle replied, ‘and the different branches
of Arithmetic — Ambition, Distraction, Uglification,
and Derision.’

n trod u ct i o This preliminary chapter reviews the most important
things you should know before beginning calculus. Top

ics include the real number system, Cartesian coordinates in the plane, equations
representing straight lines, circles, and parabolas, functions and their graphs. and, in
particular, polynomials and trigonometric functions.

Depending on your precalculus background, you may or may not be familiar with
these topics. If you are, you may want to skim over this material to refresh your
understanding of the terms used; if not, you should study this chapter in detail.

7r = 3.14159...

In each case the three dots ... indicate that the sequence of decimal digits goes on
forever. For the first three numbers above, the patterns of the digits are obvious; we
know what all the subsequent digits are. For and jr there are no obvious patterns.

The real numbers can be represented geometrically as points on a number line,
which we call the real line, shown in Figure RI. The symbol R is used to denote either
the real number system or, equivalently, the real line.

I 2 3 4

The properties of the real number system fall into three categories: algebraic
properties, order properties, and completeness. You are already familiar with the
algebraic properties; roughly speaking, they assert that real numbers can be added,
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Lewis Carroll (Charles Lutwidge Dodgson) 1832—1898
from Alice’s Adventures in Wonderland

•• Real Numbers and the Real Line
Calculus depends on properties of the real number system. Real numbers are numbers
that can be expressed as decimals, for example,
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4 PRELIMINARIES

subtracted, multiplied, and divided (except by zero) to produce more real numbers and
that the usual rules of arithmetic are valid.

The arc/er properties of the real numbers refer to the order in which the numbers
appear on the real line, If x lies to the left of y, then we say that “x is less than y” or
“y is greater than x.” These statements are written symbolically as x < y and y > x,
respectively. The inequality x y means that either x < y or x = y. The order
properties of the real numbers are summarized in the following rules for inequalities:

I SECTION P.1: Real Numbers and the Real Line 5

EXAMPLE 1 Show that each of the numbers (a) 1.323232... = 1.32 and
(b) 0.3405405405... = 0.3405 is a rational number by expressing

it as a quotient of two integers.

Solution
(a) Letx = 1.323232... Thenx —1 =0.323232...and

The symbol . means
“implies.”

Rules 1—4 and 6 (for a > 0) also hold if < and> are replaced by and .

Note especially the rules for multiplying (or dividing) an inequality by a number. If the
number is positive, the inequality is preserved; if the number is negative, the inequality
is reversed.

The completeness property of the real number system is more subtle and difficult
to understand. One way to state it is as follows: if A is any set of real numbers having
at least one number in it, and if there exists a real number y with the property that
x y for every x in A (such a number y is called an upper bound for A), then there
exists a smallest such number, called the least upper bound or supremum of A, and
denoted sup(A). Roughly speaking, this says that there can be no holes or gaps on
the real line—every point corresponds to a real number. We will not need to deal
much with completeness in our study of calculus. It is typically used to prove certain
important results, in particular, Theorems 8 and 9 in Chapter 1. (These proofs are given
in Appendix III but are not usually included in elementary calculus courses; they are
studied in more advanced courses in mathematical analysis.) However, when we study
infinite sequences and series in Chapter 9, we will make direct use of completeness.

The set of real numbers has some important special subsets:
(i) the natural numbers or positive integers, namely, the numbers 1, 2, 3, 4,
(ii) the integers, namely, the numbers 0, ±1, ±2, ±3,
(iii) the rational numbers, that is, numbers that can be expressed in the form of a

fraction rn/n, where in and n are integers, and n 0.
The rational numbers are precisely those real numbers with decimal expansions

that are either:
(a) terminating, that is, ending with an infinite string of zeros, for example,
3/4=0.750000...,or

(b) repeating, that is, ending with a string of digits that repeats over and over, for ex
ample, 23/11 = 2.090909... = 2.09. (The bar indicates the pattern of repeating
digits.)

Real numbers that are not rational are called irrational numbers.

lOOx=l32.323232...=l32+0.323232...=l32+x—l.

Therefore, 99x = 131 andx = 13 1/99.
(b) Let y = 0.3405405405... Then lOy = 3.405405405... and

lOy — 3 = 0.405405405... Also,

I0000y = 3405.405405405 . . . = 3405 + 10)’ — 3.

Therefore, 999Oy = 3402 andy = 3402/9990 = 63/185.

The set of rational numbers possesses all the algebraic and order properties of the real
numbers but not the completeness property. There is, for example, no rational number
whose square is 2. Hence, there isa”hole” on the “rational line” where v’ should I Z
be. I Because the real line has no such “holes,” it is the appropriate setting for studying
limits and therefore calculus.

Intervals
A subset of the real line is called an interval if it contains at least two numbers and
also contains all real numbers between any two of its elements. For example, the set
of real numbers x such that x > 6 is an interval, but the set of real numbers y such that
y 0 is not an interval. (Why?) It consists of two intervals.

If a and b are real numbers and a < b, we often refer to
(i) the open interval from a to b, denoted by (a, b), consisting of all real numbers x

satisfying a <x <h.
(ii) the closed interval from a to b, denoted by [a, bi, consisting of all real numbers

x satisfying a x b.
(iii) the half-open interval [a, b), consisting of all real numbers x satisfying the

inequalities a x < b.
(iv) the half-open interval (a, hi, consisting of all real numbers x satisfying the

inequalities a < x b.
These are illustrated in Figure P.2. Note the use of hollow dots to indicate endpoints
of intervals that are not included in the intervals, and solid dots to indicate endpoints
that are included. The endpoints of an interval are also called boundary points.

The intervals in Figure P.2 are finite intervals; each of them has finite length b — a.
Intervals can also have infinite length, in which case they are called infinite intervals.
Figure P.3 shows some examples of infinite intervals. Note that the whole real line R
is an interval, denoted by (—cc, cc). The symbol cc (“infinity”) does not denote a real
number, so we never allow cc to belong to an interval.

I How do we know that is an irrational number? Suppose, to the contrary, that is rational.
Then = in/n, where in and ii are integers and ii 0. We can assume that the fraction rn/n
has been “reduced to lowest terms”; any common factors have been cancelled Out. Now in2/n2 = 2,
sorn2 = 2n2, which is an even integer. Hence in must also be even. (The square of an odd integer is
always odd.) Since in is even, we can write in = 2k, where k is an integer. Thus 4k2 = 2,12 and
n2 = 2k2, which is even. Thus n is also even. This contradicts the assumption that could be
written as a fraction ni/n in lowest terms; in and a cannot both be even. Accordingly, there can be no
rational number whose square is 2.

Rules for inequalities

If a, b, and c are real numbers, then:
1.a<h =‘ a+c<b+c
2. a<b ,‘ a—c<b—c
3. a < h and c > 0
4. a <h and C <0

5.a>0 —>0
a

ac < be
ac> he; in particular, —a > —b

6. 0 <a
I 1
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Figure P.2 Finite intervals
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Kalvo 6, (Kpl. P, s. 4)

Reaalilukujoukkoon liittyviä määrittelyjä ja aksioomia

-R:ssä on määritelty aritmeettiset binäärioperaatiot ”+” ja ”·”, jotka to-
teuttavat ’normaalit’ laskulait (vaihdanta- liitäntä- ja osittelulait).
-R:ssä on 0 -alkio ja 1 -alkio, jotka ovat + ja · -operaatioiden neutraalialkiot:
x + 0 = x, 1 · x = x.
-R:ssä on määritelty unaarioperaatiot ”−” (vastaluku) ja ”·−1” (käänteis-
luku): x + (−x) = 0 ja x · x−1 = 1 (x �= 0)
-R on järjestetty joukko, ts. relaatiot >, <, ≤ ja ≥ on hyvin määritelty.
-R toteuttaa täydellisyysaksiooman, jonka mukaan jokaisellaR:n ei-tyhjällä
ylhäältä rajoitetulla osajoukolla on ns. pienin yläraja eli supremum.

Täydellisyysaksioomasta seuraa, että R:ssä ei ole ’aukkoja’ (kuten N:ssa,
Z:ssa ja Q:ssa). Jokaisen suppenevan reaalilukujonon raja-arvo on myös
reaaliluku. Aritmeettisena joukkona Rmuodostaa järjestetyn lukukunnan.

Graafisesti R:aa kuvaa reaalilukusuora eli reaaliakseli :

0	   1	  
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The Absolute Value
The absolute value, or magnitude. of a number .v. denoted xl (read “the absolute
value of x”), is defined by the formula

-
_Ix ifx>O

ifs<O

The absolute value function has the following properties:

Properties of absolute values

1. I — aI = al. A number and its negative have the same absolute value.

2. iabl = Iallhl and = 1. Theabsolutevalueofaproduct(orquotient)
/) hI

of two numbers is the product (or quotient) of their absolute values.
3. Ia ± hi al + hi (the triangle inequality). The absolute value of a
sum of or difference between numbers is less than or equal to the sum of
their absolute values.

The first two of these properties can be checked by considering the cases where either
of a or b is either positive or negative. The third property follows from the first two
because ±2ah < 2ab = 2icillhl. Therefore. we have

la±bl2 = (a±b)2=a2±2ab+h

and taking the (positive) square roots of both sides we obtain a ± hi al + hi. This
result is called the “triangle inequality” because it follows from the geometric fact that
the length of any side of a triangle cannot exceed the sum of the lengths of the other
two sides. For instance, if we regard the points 0, a, and b on the number line as the
vertices of a degenerate “triangle,” then the sides of the triangle have lengths al, hi,
and a — hi. The triangle is degenerate since all three of its vertices lie on a straight
line.

0 I 2

Equations and Inequalities Involving Absolute Values
The equation xl = D (where D > 0) has two solutions, x = D and x = —D:
the two points on the real line that lie at distance D from the origin. Equations and
inequalities involving absolute values can be solved algebraically by breaking them
into cases according to the definition of absolute value, but often they can also be solved
geometrically by interpreting absolute values as distances. For example, the inequality
lx — af < D says that the distance from x to a is less than D, so x must lie between
a — D and a + D. (Or, equivalently, a must lie between x — D and x + D.) If D is a
positive number, then

lxi=D == eitherx=—Dorx=D

IxI<D —D<x<D
ixlD —D<x<D

xl > D either x <—D or x > D

More generally,

lx—ai=D eitherx=a—Dorx=a+D
Ix—ai<D a—D<x<a+D
ix—ai<D a—D<x<a+D
ix—ai>D eitherx<a—Dorx>a+D

EXAMPLE 7 Solve: (a) 12x+51 =3 (b) l3x—2I I.

Solution
(a) 12x+51=3 2x+5=+3. Thus,either2x=—3—5=—8or

2x 3 — 5 = —2. The solutions are x = —4 and x = — I.
(b) i3x — 21 I — I 3x — 2 I. We solve this pair of inequalities:

3x —2 1
and {

Thus the solutions lie in the interval [1/3, lj.

Remark Here is how part (b) of Example 7 could have been solved geometrically,
by interpreting the absolute value as a distance:

3x -21 = 3 (x
-

= 3 x -

The solution set for This says that the distance from x to 2/3 does not exceed 1/3. The solutions x therefore
lie between 1/3 and I, including both of these endpoints. (See Figure P.7.)

The vertical lines in the symbol lxi are called absolute value bars.

EXAMPLE 6 13i—3, 101=0, 1—51=5.

SECTION P.1: Real Numbers and the Real Line 9

It is important to remember that
v= lal. Do not write

a unless you already
know that a > 0.

I

Note that lxi 0 for every real numberx, and lxi = 0 only if x = 0. People sometimes
find it confusing to say that lxi = —x when x is negative, but this is correct since —x
is positive in that case. The symbol always denotes the nonnegative square root
of a, so an alternative definition of lxi is xl = ‘I.

Geometrically, lxI represents the (nonnegative) distance from x to 0 on the real
line. More generally, lx

— i represents the (nonnegative) distance between the points
x and y on the real line, since this distance is the same as that from the point x

—
y to

o (see Figure P.6):

x—y, ifx>ylx—yi= y—x, ItX<V.

4 Ix —yI
“1

Ix—yI

Figure P.6
ix — vi = distance from x to y 0 -v—v V I

I
I
I

—l <3x—2
—1+2 <3x

1/3 < x I

iai2 + 2lallbl + Ibi2 = (1(11 + hi)2,

3x<l+2
x < I

I

Thils the given inequality says that

I

Figure P.7
Example 7(b)

3 .r — < I
3—

2 1
or x—— <—.

3 _3

Kalvo 10, (Kpl. P, s. 8)

Reaaliluvun itseisarvo (absolute value) | · |

|x| =
�

x ; x ≥ 0
−x ; x < 0

Itseisarvon ominaisuuksia:

|− x| = |x|
|xy| = |x||y|

|x
y
| =

|x|
|y|

|x± y| ≤ |x| + |y| (kolmioepäyhtälö)



10 PRELIMINARIES SECTION P.2: Cartesian Coordinates in the Plane 11

2.1
II

13. —2s > 4

15. 5,v — 3 7 — 3x

17. 3(2—s)<2(3+s)

19. <32—s

21. s22s<O

23. s > 4s
5 425. I + —

14. 3x + 5 <8
6—x 3s—416. —>
4 2

Is. s2 < 9

35. s II 2 36. It + 21 < 1 43. Do not fall into the trap — aI = a. For what real numbers a
Solve the equation Ix + I I = Ix

— 31. is this equation true? For what numbers is it false?EXAM PIE 8 37. 135 — 71 < 2 38. 125 + 51 < I 44. Solve the equation Is II = I — s.
S x 1 45. Show that the inequality1 <1 40Solution The equation says that x is equidistant from — I and 3. Therefore. s is 2 — — 2 2

the point halfway between — I and 3; x = (— I + 3)/2 I. Alternatively, the given j Exercises 41—42, solve the given inequality by interpreting it a — bI lal — I/’I
equation says that either s + I = s — 3 or x + I = —(.v — 3). The first of these as a statement about distances on the real line.
equations has no solutions; the second has the solutions = 1. 41. Is + II > Is — 31 42. Is — 31 < 2IsI holds for all real numbers a and b.

EXAMPLE 9 What values ofx satisfy the inequality 5— <3?

Solution We have

2 2
5 — — < 3 —3 < 5 — — < 3 Subtract 5 from each member.

S

—8 < — <—2 Divide each meniberby —2.

4 > ± > 1 Take reciprocals.

— < s < I.
4

In this calculation we manipulated a system of two inequalities simultaneously, rather
than split it up into separate inequalities as we have done in previous examples. Note
how the various rules for inequalities were used here. Multiplying an inequality by a
negative number reverses the inequality. So does taking reciprocals of an inequality in
which both sides are positive. The given inequality holds for all x in the open interval
(1/4, I).

Cartesian Coordinates in the Plane

EXERCISES P.1
In Exercises 1—2, express the given rational number as a
repeating decimal. Use a bar to indicate the repeating digits.

9
In Exercises 3—4. express the given repeating decimal as a
quotient of integers in lowest terms.

3. OJ 4. 3.27
5. Express the rational numbers 1/7, 2/7, 3/7, and 4/7 as
repeating decimals. (Use a calculator to give as many
decimal digits as possible.) Do you see a pattern? Guess the
decimal expansions of 5/7 and 6/7 and check your guesses.

6. Can two different decimals represent the same number?
What number is represented by 0.999... = 0.9?

In Exercises 7—12, express the set of all real numbers s satisfying
the given conditions as an interval or a union of intervals.

7.s>O and s<5 8.x<2 and s>—3

9. s>.—5 or x<—6 10. s<—l
11.s>—2 12.s<4 or s>2
In Exercises 13—26, solve the given inequality, giving the solution
set as an interval or union of intervals.

20. s+l > 2

22. 6s2—5s<—l

24. 52 — s <2
3 1

26.
s-I 5+1

The positions of all points in a plane can be measured with respect to two perpendicular
real lines in the plane intersecting at the 0-point of each. These lines are called
coordinate axes in the plane. Usually (but not always) we call one of these axes the
s-axis and draw it horizontally with numbers x on it increasing to the right; then we
call the other the y-axis, and draw it vertically with numbers y on it increasing upward.
The point of intersection of the coordinate axes (the point where x and y are both zero)
is called the origin and is often denoted by the letter 0.

Pb. b) If P is any point in the plane, we can draw a line through P perpendicular to
¶ the s-axis. If a is the value of .v where that line intersects the s-axis, we call a the

s-coordinate of P. Similarly. the y-coordinate of P is the value of v where a line

______________

through P perpendicular to the y-axis meets the v-axis. The ordered pair (a, b) is
_4 3 2 1 I 2 called the coordinate pair, or the Cartesian coordinates, of the point P. We refer

to the point as P(a, b) to indicate both the name P of the point and its coordinates
(a, b). (See Figure P.8.) Note that the s-coordinate appears first in a coordinate

—3 . pair. Coordinate pairs are in one-to-one correspondence with points in the plane;

Figure P.8 The coordinate axes and the each point has a unique coordinate pair, and each coordinate pair determines a unique

point P with coordinates (a. b) point. We call such a set of coordinate axes and the coordinate pairs they determine a
Cartesian coordinate system in the plane. after the seventeenth-century philosopher
René Descartes, who created analytic (coordinate) geometry. When equipped with

y such a coordinate system, a plane is called a Cartesian plane. Note that we are using
•(2,3) the same notation (a, b) for the Cartesian coordinates of a point in the plane as we use

H2 2) for an open interval on the real line. However, this should not cause any confusion
2
•w.5,l.5) because the intended meaning will be clear from the context.

- Figure P.9 shows the coordinates of some points in the plane. Note that all points
—2 1 5 on the s-axis have v-coordinate 0. We usually just write the s-coordinates to label

•2.—I) such points. Similarly, points on the v-axis haves = 0, and we can label such points
—1.5 using their v-coordinates only.

—- The coordinate axes divide the plane into four regions called quadrants. These
Figure P.9 Some points with their quadrants are numbered I to IV, as shown in Figure P.10. The first quadrant is the
coordinates upper right one; both coordinates of any point in that quadrant are positive numbers.

Both coordinates are negative in quadrant Ill; only v is positive in quadrant II; only x
is positive in quadrant IV.

Axis Scales
When we plot data in the coordinate plane or graph formulas whose variables have
different units of measure, we do not need to use the same scale on the two axes. If, for
example, we plot height versus time for a falling rock, there is no reason to place the
mark that shows 1 m on the height axis the same distance from the origin as the mark
that shows I s on the time axis.

When we graph functions whose variables do not represent physical measurements
and when we draw figures in the coordinate plane to study their geometry or trigonom

Solve the equations in Exercises 27—32.
27. IsI=3
29. 12t+51=4

31. 18—3s1=9

28. Is—31=7
30. 11—11=1

32.

In Exercises 33—40. write the interval defined by the given
inequality.

III
.5

lv

33. sI <2 34. I.vI2
Figure P.10 The four quadrants

x 0 

x 0 
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12 PRELIMINARIES

I

etry, we usually make the scales identical. A vertical unit of distance then looks the
same as a horizontal unit. As on a surveyor’s map or a scale drawing, line segments
that are supposed to have the same length will look as if they do, and angles that are
supposed to be equal will look equal. Some of the geometric results we obtain later,
such as the relationship between the slopes of perpendicular lines, are valid only if
equal scales are used on the two axes.

Computer and calculator displays are another matter. The vertical and horizontal
scales on machine-generated graphs usually differ, with resulting distortions in dis
tances, slopes, and angles. Circles may appear elliptical, and squares may appear
rectangular or even as parallelograms. Right angles may appear as acute or obtuse.
Circumstances like these require us to take extra care in interpreting what we see.
High-quality computer software for drawing Cartesian graphs usually allows the user
to compensate for such scale problems by adjusting the aspect ratio (the ratio of vertical
to horizontal scale). Some computer screens also allow adjustment within a narrow
range. When using graphing software, try to adjust your particular software/hardware
configuration so that the horizontal and vertical diameters of a drawn circle appear to
be equal.

Increments and Distances
When a particle moves from one point to another, the net changes in its coordinates are
called increments. They are calculated by subtracting the coordinates of the starting
point from the coordinates of the ending point. An increment in a variable is the net
change in the value of the variable. If x changes from XI to x2, then the increment in
x is Zx = x2 — XI.

EXAM P i.E 1 Find the increments in the coordinates of a particle that moves

______________

from A(3, —3) to B(—l, 2).

Figure P.11 Increments in x andy Solution The increments (see Figure P.1 1) are:

z.x=—l—3=—4 and Ay=2—(—3)=5.

If P(x1, yi) and Q(x2,Y2) are two points in the plane, the straight line segment PQ is
the hypotenuse of a right triangle PC Q, as shown in Figure P.12. The sides PC and
C Q of the triangle have lengths

IXI=IX2—xII and IAYI=1y2—yiI.

These are the horizontal distance and vertical distance between P and Q. By the
Pythagorean Theorem, the length of P Q is the square root of the sum of the squares
of these lengths.

Distance formula for points in the plane

Graphs
The graph of an equation (or inequality) involving the variables x and y is the set of
all points P(x, y) whose coordinates satisfy the equation (or inequality).

EXAMPLE 4 The equation x2 + y2 = 4 represents all points P(x,y) whose
distance from the origin is x/x2 + y2 = = 2. These points lie

on the circle of radius 2 centred at the origin. This circle is the graph of the equation
x2 + y2 = 4. (See Figure P.13(a).)

a

EXAM PIE 5 Points (x, y) whose coordinates satisfy the inequality x2 + y2 4

________________

all have distance 2 from the origin. The graph of the inequality
is therefore the disk of radius 2 centred at the origin. (See Figure P.13(b).)

EXAMPLE 6 Consider the equation y = x2. Some points whose coordinates
satisfy this equation are (0, 0), (1, 1), (—1, 1), (2, 4), and (—2,4).

These points (and all others satisfying the equation) lie on a smooth curve called a
parabola. (See Figure P.14.)

Straight lines
Given two points P1 (Xl, Yi) andP2(x2,Y2) in the plane, we call the increments Lx =
x2 — xi and Ay = Y2 — yi, respectively, the run and the rise between P1 and P2.
Two such points always determine a unique straight line (usually called simply a line)
passing through them both. We call the line P1 P2.

Any nonvertical line in the plane has the property that the ratio

rise Y Y2 — Yl
= =
run Zx X2XI

has the same value for every choice of two distinct points P1 (xj, Yl) and P2(x2, y2)
on the line. (See Figure P.15.) The constant in = z.y/Ax is called the slope of the
nonvertical line.

SECTION P.2: Cartesian Coordinates in the Plane 13

EXAMPLE 3 The distance from the origin 0(0,0) to a point P(x, y) is

(x_0)2+(y_0)2 =/x2±y2.

y

B(—l, 2)

5’

= 5

\xA(3,—3)
L\X = —4

I

(2

Figure P.13
(a) The circle x2 + y2 = 4
(b) The diskx2 + y2 4

x S

(a) (b)

Q(x,,y2)

Y=Y2Y

Ci ,yI I ‘=21 C(.52,y1 )

(24\ (2,4)

Figure P.12 The distance from P to Q is
D X)2 + (y — yi)2

Figure P.14 The parabola y =

The distance D between P(xi, y) and Q(x2, Y2) is

D = (Ax)2 + (y)2 = (x — Xl)2 + (y
— Yl)2.

EXAMPLE 2 The distance between A(3, —3) and B(—l, 2) in Figure P.11 is

— 3)2 + (2 — (3))2 = (4)2 + 2 = units.

x 

y 
(x1,y1) 

(x2,y2) Δx 

Δy 
D12 
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Figure P.22 The interior of a circle
(darkly shaded) and the exterior (lightly
shaded)

the equation of the circle of radius a > 0 with centre at C(h, k) is

+ (y — k)2 = a.

A simpler form of this equation is obtained by squaring both sides.

Standard equation of a circle

The circle with centre (h, k) and radius a > 0 has equation 3’

7(x — h) + (v — = (1.

In particular, the circle with centre at the origin (0, 0) and radius a has equation

EV A P’E . The circle with radius 2 and centre (1, 3) (Figure P.20) has
AMIVI L I . 7equation (x — I ) + (‘t — 3) = 4.

EXAMPLE 2 The circle having equation (x + 2)2 + (v — 1)2 = 7 has centre at

_______________

the point (—2, 1) and radius (See Figure P.21.)

If the squares in the standard equation (x — h)2 + (y — k)2 = a2 are multiplied out,
and all constant terms collected on the right-hand side, the equation becomes

7 7 ‘ 2x—2hx+r—2kv=a—h—k

A quadratic equation of the form

.v2+v2+2ax+2by=c Y=—P L
must represent a circle, a single point, or no points at all. To identify the graph, we
complete the squares on the left side of the equation. Since x2 + 2ax are the first two
terms of the square (x + (1)2 = x2 + 2ax + a2, we add a2 to both sides to complete the
square of the x terms. (Note that a2 is tile square ofhalf the coefficient ofx.) Similarly,
add b2 to both sides to complete the square of they terms. The equation then becomes

(x+a)2+(y+b)2=c+a2+b2.

Ifc+a2 +b2 > 0, the graph is a circle with centre (—a, —b) and radius ./c + a2 + b2.
If c +a2+b2 = 0, the graph consists of the single point (—a, —b). If c +a2+b2 <0,
no points lie on the graph.

EXAMPLE 3 Find the centre and radius of the circle x2 +y2 —4x +6y = 3

Solution Observe that x2—4x are the first two terms of the binomial square (x — 2)2 =
x2 — 4x + 4, and ,2 + 6y are the first two terms of the square (y + 3)2 = y2 + 6v + 9.
Hence we add 4 + 9 to both sides of the given equation and obtain

x2—4x+4+y2+6v+9=3+4+9 or (x—2)2+(y+3)2=l6.

This is the equation of a circle with centre (2, —3) and radius 4.

The set of all points inside a circle is called the interior of the circle; it is also called
an open disk. The set of all points outside the circle is called the exterior of the circle.
(See Figure P.22.) The interior of a circle together with the circle itself is called a
closed disk, or simply a disk. The inequality

(x—h)2+(v--k)2<a2

represents the disk of radius al centred at (h, k).

Thus the equation represents the circle of radius 3 with centre at (—1,0). Inequality
(a) represents the (closed) disk with the same radius and centre. (See Figure P.23.)
Inequality (b) represents the interior of the circle (or the open disk). Inequality (c)
represents the exterior of the circle.

Equations of Parabolas

A parabola is a plane curve whose points are equidistant from a fixed point
F and a fixed straight line L that does not pass through F. The point F is the
focus of the parabola; the line L is the parabola’s directrix. The line through
F perpendicular to L is the parabola’s axis. The point V where the axis meets
the parabola is the parabola’s vertex.

Observe that the vertex V of a parabola is halfway between the focus F and the point
on the directrix L that is closest to F. If the directrix is either horizontal or vertical, and
the vertex is at the origin, then the parabola will have a particularly simple equation.

S EXAMPLE 5 Findanequationoftheparabolahavingthepoint F(0, p) asfocus
Q(x. —) and the line L with equation v = —p as directrix.

Solution If P(x, y) is any point on the parabola, then (see Figure P.24) the distances
from P to F and to (the closest point Q on) the line L are given by

PF = (x — 0)2 + (y
—
p)2 = x2 + y2

—
2py + ,2

PQ = (x — x)2 + (y — (_I,))2 = + 2py + p2.

Since P is on the parabola, PF = PQ and so the squares of these distances are also

7 2 2 2 2x+y —2py+p =y +2py+p

or, after simplifying,

x2=4pv or
4p

Figure P.24 shows the situation for p > 0; the parabola opens upward and is symmetric
about its axis, the v-axis. If p < 0, the focus (0, p) will lie below the origin and the
directrix v = — p will lie above the origin. In this case the parabola will open downward
instead of upward.

Figure P.25 shows several parabolas with equations of the form v = ax2 for positive
and negative values of a.

EXAM P i.E 6 An equation for the parabola with focus (0. 1) and directrix y = —1
isv = x-/4,orx = 4v. (We took p = 1 in the standard equation.)

V

7 2 2x-+v =a.

Figure P.20 Circle
(x — 1)2 + (s — 3)2 = 4

EXAM P L E 4 Identify the graphs of:

(a) x2 + 2x + y2 8 (b) x2 + 2x + y2 <8 (c) x2 + 2x + 2 > 8.

Solution We can complete the square in the equation x2 + y2 + 2x = 8 as follows:

(x + 1)2 + ,2 =

y

Figure P.23 The disks2 + y2 + 2x < 8

Figure P.21 Circle
(x + 2)2 + (y — 1)2 = 7

(0, _p)I’’(0 0)

y

Figure P.24 The parabola 4py = x2 with
focus F(0, p) and directrix y = —p

exterior

x

equal:

(called standard forms).

Figure P.25 Some parabolas y = ax2



so we say that the area is a function of the radius. The formula is a rule that tells us
how to calculate a unique (single) output value of the area A for each possible input
value of the radius r.

The set of all possible input values for the radius is called the domain of the
function. The set of all output values of the area is the range of the function. Since
circles cannot have negative radii or areas, the domain and range of the circular area
function are both the interval [0. cc) consisting of all nonnegative real numbers.

The domain and range of a mathematical function can be any sets of objects:
they do not have to consist of numbers. Throughout much of this book, however, the
domains and ranges of functions we consider will be sets of real numbers.

In calculus we often want to refer to a generic function without having any partic
ular formula in mind. To denote that y is a function of x we write

y = f(s),
which we read as “y equals f of x.” In this notation, due to eighteenth-century
mathematician Leonhard Euler, the function is represented by the symbol f. Also,
x, called the independent variable, represents an input value from the domain of f,
and v, the dependent variable, represents the corresponding output value f(x) in the
range of f.

A function f on a set D into a set S is a rule that assigns a unique element f(s)
in S to each elements in D.

In this definition D = (f) (read “D of f”) is the domain of the function f. The
range (f) off is the subset of S consisting of all values f(s) of the function. Think
of a function f as a kind of machine (Figure P.35) that produces an output value f(x)
in its range whenever we feed it an input value s from its domain.

There are several ways to represent a function symbolically. The squaring function
that converts any input real numbers into its square 52 can be denoted:
(a) by a formula such as v = x2, which uses a dependent variable y to denote the

value of the function;
(b) by a formula such as f(s) x2, which defines a function symbol f to name the

function; or
(C) by a mapping rule such as x —* x2. (Read this as “x goes to
In this book we will usually use either (a) or (b) to define functions. Strictly speaking, we
should call a function f and not f(s), since the latter denotes the value of the function
at the point x. However, as is common usage, we will often refer to the function as
f(x) in order to name the variable on which f depends. Sometimes it is convenient
to use the same letter to denote both a dependent variable and a function symbol; the
circular area function can be written A = j(r) = rr2 or as A = A(r) = yrr2. En
the latter case we are using A to denote both the dependent variable and the name of
the function.

EXAMPLE 1 The volume of a ball of radiusi is given by the function

43
V(r) = — rr

for r > 0. Thus the volume of a ball of radius 3 ft is

V(3) = (3) = 36 ft3.

Note how the variable r is replaced by the special value 3 in the formula defining the
function to obtain the value of the function at r = 3.

The Domain Convention
A function is not properly defined until its domain is specified. For instance, the
function f(x) = x2 defined for all real numbers x > 0 is different from the function
g(x) = x2 defined for all real x because they have different domains, even though
they have the same values at every point where both are defined. In Chapters 1—9 we
will be dealing with real functions (functions whose input and output values are real
numbers). When the domain of such a function is not specified explicitly, we will
assume that the domain is the largest set of real numbers to which the function assigns
real values. Thus, if we talk about the function 2 without specifying a domain, we
mean the function g(s) above.

The domain convention

When a function f is defined without specifying its domain, we assume that
the domain consists of all real numbers x for which the value f(x) of the
function is a real number.

In practice, it is often easy to determine the domain of a function J(x) given by an
explicit formula. We just have to exclude those values of x that would result in dividing
by 0 or taking even roots of negative numbers.

EXAMPLE The square root function. The domain of f(s) = is the
interval [0, cc), since negative numbers do not have real square

roots. We have f(0) = 0, f(4) = 2, f(lO) 3.16228. Note that, although there are
two numbers whose square is 4, namely, —2 and 2, only one of these numbers, 2, is the
square root of 4. (Remember that a function assigns a unique value to each element in
its domain; it cannot assign two different values to the same input.) The square root
function always denotes the nonnegative square root of s. The two solutions of
the equation x2 = 4 ares = = 2 and x = —/ = —2.

EXAMPLE The domain of the function h(s)
= ,4

consists of all real
numbers except x = —2 and x = 2. Expressed in terms of

intervals,

= (—cc, —2) U (—2,2) U (2, cc).

Most of the functions we encounter will have domains that are either intervals or unions
of intervals.
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EXAMPLE 2 A function F is defined for all real numbers t by

F(t) = 2t + 3.

Find the output values of F that correspond to the input values 0, 2, s + 2, and F(2).

Solutioll In each case we substitute the given input for t in the definition of F:

F(0)=r2(0)+3 0+3=3
F(2)r2(2)+3 =4+3=7

F(x+2)_—2(x+2)+3 =2x+7
F(F(2)) = F(7) = 2(7) + 3 = 17.

DEFINITION

A
I

-f(x)

Range (f)

Figure P.35 A function machine
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EXAMPLE 5 The domain of S(t) = /l — t2 consists of all real numbers t for

_____________

which I — 0. Thus we require that t2 I, or—I r 1.
The domain is the closed interval [— I, II.

Graphs of Functions
An old maxim states that “a picture is worth a thousand words.” This is certainly true
in mathematics; the behaviour of a function is best described by drawing its graph.

The graph of a function f is just the graph of the equation y = f(s). It consists
of those points in the Cartesian plane whose coordinates (x.v) are pairs of input—output
values for .1. Thus (x, y) lies on the graph off provided x is in the domain of f and
y = f(s).

Drawing the graph of a function f sometimes involves making a table of coordinate
pairs (x, f(s)) for various values of x in the domain off, then plotting these points
and connecting them with a “smooth curve.”

EXAMPLE 6 Graph the function f(s) = x2.

Solution Make a table of (x, y) pairs that satisfy v =
52 (See Table I.) Now plot

the points and join them with a smooth curve. (See Figure P.36(a).)

How do we know the graph is smooth and doesn’t do weird things between the
points we have calculated, for example, as shown in Figure P.36(b)? We could, of
course, plot more points, spaced more closely together, but how do we know how the
graph behaves between the points we have plotted? In Chapter 4, calculus will provide
useful tools for answering these questions.

Some functions occur often enough in applications that you should be familiar
with their graphs. Some of these are shown in Figures P.37—P.46. Study them for a
while; they are worth remembering. Note, in particular, the graph of the absolute
value function, f(s) = IxI, shown in Figure P.46. It is made up of the two half-lines
y=—xforx<0andy=xforx0.

If you know the effects of vertical and horizontal shifts on the equations repre
senting graphs (see Section P.3), you can easily sketch some graphs that are shifted
versions of the ones in Figures P.37—P.46.

EXAM PIE 7 Sketch the graph of y = I +

Solution This is just the graph of v = /i in Figure P.40 shifted to the right 4 units
(because x is replaced by x — 4) and up I unit. See Figure P.47.

y

c Y=

S S

Table 1.
x v=f(x)

—2 4
—I I
0 0
I I
2 4

Figure P.37 The graph of a
constant function f(s) = c

V

Figure P.38 The graph of
f(x) =

Figure P.39 The graph of
f(s) =52

S =

w

Figure P.36
(a) Correct graph of f(x) = x2
(b) Incorrect graph of f(x) = 52

5:

(a)

V

Figure P.40 The graph of Figure P.41 The graph of Figure P.42 The graph of
f(s) = f(s) = f(.v) = I/3

(b)

V

(—I, —I) I)

y

—I

x
Figure P.43 The graph of Figure P.44 The graph of Figure P.45 The graph of
f(x) 1/x f(s) = l/x2 f(s) I

V

S

V 2—s
x — I

S

y = - I

S =

Figure P.46 The graph of Figure P.47 The graph of v = 2 — s
f(s) = s shifted right 4 units and up I unit Figure P.48 The graph of

s —

N



28 PRELIMINARIES SECTION P.4: Function. and Their 0mph. 29

2—x
EXAMPLE 8 Sketch the graph of the function 1(x)

=

Solution It is not immediately obvious that this graph is a shifted version of a known
graph. To see that it is, we can divide x — I into 2 — x to get a quotient of — I and a
remainder of I:

2—x —x+1+1 —(x—l)+l
= = =-l+

x—I x—l x—l
Thus, the graph is that of l/x from Figure P.43 shifted to the right I unit and down 1
unit. See Figure P48.

p

Not every curve you can draw is the graph of a function. A function f can have
only one value J’(x) for each x in its domain, so no vertical line can intersect the graph
of a function at more than one point. If a is in the domain of function f, then the
vertical line x = a will intersect the graph off at the single point (a, J(a)). The circle
x + y2 = I in Figure P.49 cannot be the graph of a function since some vertical lines
intersect it twice. It is, however, the union of the graphs of two functions, namely,

y =/l —x2 and y= —VI —x2,

DEFINITION

A

which are, respectively, the upper and lower halves (semicircles) of the given circle.

Even and Odd Functions; Symmetry and Reflections
It often happens that the graph of a function will have certain kinds of symmetry. The
simplest kinds of symmetry relate the values of a function at x and —x.

The names even and odd come from the fact that even powers such as x0 = I, x2, x4,
2,x4, . . . areevenfunctions,andoddpowers such asx1 = x,x3

are odd functions. Observe, for example, that (—x)4 = x4 and (—x)3 =

Since (—x)2 = x2, any function that depends only on x2 is even. For instance, the
absolute value function y = xI = is even.

The graph of an even function is symmetric about the y-axis. A horizontal straight
line drawn from a point on the graph to the y-axis will, if continued an equal distance on
the other side of the y-axis, come to another point on the graph. (See Figure P50(a).)

The graph of an odd function is .cynunetric about the origin. A straight line drawn
from a point on the graph to the origin will, if continued an equal distance on the other
side of the origin, come to another point on the graph. If an odd function f is defined
at x = 0, then its value must be zero there: f(0) = 0. (See Figure P50(b).)

If f(x) is even (or odd), then so is any constant multiple of f(x) such as 2f(x)
or —5f(x). Sums (and differences) of even functions are even; sums (and differences)
of odd functions are odd. For example, f(x) = 3x4 — 5x2 — 1 is even, since it is the
sum of three even functions: 3x4, —5x2, and —1 = —x0. Similarly, 4x3 — (2/x) is an
odd function. The function g(x) = x2 — 2x is the sum of an even function and an odd
function and is itself neither even nor odd.

Figure P.50

(a) The graph of an even function is
symmetric about the y-axis

(b) The graph of an odd function is
symmetric about the origin

N
Figure P.51

(a) The graph of g(x) = x2 — 2x is
symmetric about x =

(b) The graph of y = Ii(x) = x3 + I is
symmetric about (0, 1) (a)

Other kinds of symmetry are also possible. For example, the function
g(x) = x2 — 2x can be written in the form g(x) = (x — 1)2

— I. This shows
that the values of g(l + a) are equal, so the graph (Figure P.S 1(a)) is symmetric about
the vertical line x = I; it is the parabola y = x2 shifted I unit to the right and I
unit down. Similarly, the graph of h(x) = x3 + I is symmetric about the point (0, 1)
(Figure P.S 1(b)).

y

Reflections in Straight Lines
The image of an object reflected in a plane mirror appears to be as far behind the mirror
as the object is in front of it. Thus, the mirror bisects at right angles the line from a
point in the object to the corresponding point in the image. Given a line L and a point
P not on L, we call a point Q the reflection, or the mirror image, of P in L if L is
the right bisector of the line segment P Q. The reflection of any graph G in L is the
graph consisting of the reflections of all the points of G.

Certain reflections of graphs are easily described in terms of the equations of the
graphs:

Reflections in special lines

1. Substituting —x in place of x in an equation in x and y corresponds to
reflecting the graph of the equation in the y-axis.

2. Substituting —y in place of y in an equation in x and y corresponds to
reflecting the graph of the equation in the x-axis.

3. Substituting a — x in place of x in an equation in x and y corresponds to
reflecting the graph of the equation in the line x = a/2.

4. Substituting b
—

y in place of y in an equation in x and y corresponds to
reflecting the graph of the equation in the line y = b/2.

5. Interchanging x and y in an equation in x and y corresponds to reflecting
the graph of the equation in the line y = x.

EXAMPLE Describeandsketchthegraphofy = %/Zi_ 3.

Solution The graph of y = JfEi is the reflection of the graph of y =

y = i — x2

y = —s/i —

Figure P.49 The circle x2 + y2 = I is not
the graph of a function

(a) (b)

Even and odd functions
Suppose that —x belongs to the domain off wheneverx does. We say that J is
an even function if

f(—x) = f(x)

We say that f is an odd function if

for every x in the domain of f.

f(—x) = —f(x) for every x in the domain of f.

I

(b)
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2—x
EXAMPLE 8 Sketch the graph of the function 1(x)

=

Solution It is not immediately obvious that this graph is a shifted version of a known
graph. To see that it is, we can divide x — I into 2 — x to get a quotient of — I and a
remainder of I:

2—x —x+1+1 —(x—l)+l
= = =-l+

x—I x—l x—l
Thus, the graph is that of l/x from Figure P.43 shifted to the right I unit and down 1
unit. See Figure P48.

p

Not every curve you can draw is the graph of a function. A function f can have
only one value J’(x) for each x in its domain, so no vertical line can intersect the graph
of a function at more than one point. If a is in the domain of function f, then the
vertical line x = a will intersect the graph off at the single point (a, J(a)). The circle
x + y2 = I in Figure P.49 cannot be the graph of a function since some vertical lines
intersect it twice. It is, however, the union of the graphs of two functions, namely,

y =/l —x2 and y= —VI —x2,

DEFINITION

A

which are, respectively, the upper and lower halves (semicircles) of the given circle.

Even and Odd Functions; Symmetry and Reflections
It often happens that the graph of a function will have certain kinds of symmetry. The
simplest kinds of symmetry relate the values of a function at x and —x.

The names even and odd come from the fact that even powers such as x0 = I, x2, x4,
2,x4, . . . areevenfunctions,andoddpowers such asx1 = x,x3

are odd functions. Observe, for example, that (—x)4 = x4 and (—x)3 =

Since (—x)2 = x2, any function that depends only on x2 is even. For instance, the
absolute value function y = xI = is even.

The graph of an even function is symmetric about the y-axis. A horizontal straight
line drawn from a point on the graph to the y-axis will, if continued an equal distance on
the other side of the y-axis, come to another point on the graph. (See Figure P50(a).)

The graph of an odd function is .cynunetric about the origin. A straight line drawn
from a point on the graph to the origin will, if continued an equal distance on the other
side of the origin, come to another point on the graph. If an odd function f is defined
at x = 0, then its value must be zero there: f(0) = 0. (See Figure P50(b).)

If f(x) is even (or odd), then so is any constant multiple of f(x) such as 2f(x)
or —5f(x). Sums (and differences) of even functions are even; sums (and differences)
of odd functions are odd. For example, f(x) = 3x4 — 5x2 — 1 is even, since it is the
sum of three even functions: 3x4, —5x2, and —1 = —x0. Similarly, 4x3 — (2/x) is an
odd function. The function g(x) = x2 — 2x is the sum of an even function and an odd
function and is itself neither even nor odd.

Figure P.50

(a) The graph of an even function is
symmetric about the y-axis

(b) The graph of an odd function is
symmetric about the origin

N
Figure P.51

(a) The graph of g(x) = x2 — 2x is
symmetric about x =

(b) The graph of y = Ii(x) = x3 + I is
symmetric about (0, 1) (a)

Other kinds of symmetry are also possible. For example, the function
g(x) = x2 — 2x can be written in the form g(x) = (x — 1)2

— I. This shows
that the values of g(l + a) are equal, so the graph (Figure P.S 1(a)) is symmetric about
the vertical line x = I; it is the parabola y = x2 shifted I unit to the right and I
unit down. Similarly, the graph of h(x) = x3 + I is symmetric about the point (0, 1)
(Figure P.S 1(b)).
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Reflections in Straight Lines
The image of an object reflected in a plane mirror appears to be as far behind the mirror
as the object is in front of it. Thus, the mirror bisects at right angles the line from a
point in the object to the corresponding point in the image. Given a line L and a point
P not on L, we call a point Q the reflection, or the mirror image, of P in L if L is
the right bisector of the line segment P Q. The reflection of any graph G in L is the
graph consisting of the reflections of all the points of G.

Certain reflections of graphs are easily described in terms of the equations of the
graphs:

Reflections in special lines

1. Substituting —x in place of x in an equation in x and y corresponds to
reflecting the graph of the equation in the y-axis.

2. Substituting —y in place of y in an equation in x and y corresponds to
reflecting the graph of the equation in the x-axis.

3. Substituting a — x in place of x in an equation in x and y corresponds to
reflecting the graph of the equation in the line x = a/2.

4. Substituting b
—

y in place of y in an equation in x and y corresponds to
reflecting the graph of the equation in the line y = b/2.

5. Interchanging x and y in an equation in x and y corresponds to reflecting
the graph of the equation in the line y = x.

EXAMPLE Describeandsketchthegraphofy = %/Zi_ 3.

Solution The graph of y = JfEi is the reflection of the graph of y =

y = i — x2

y = —s/i —

Figure P.49 The circle x2 + y2 = I is not
the graph of a function

(a) (b)

Even and odd functions
Suppose that —x belongs to the domain off wheneverx does. We say that J is
an even function if

f(—x) = f(x)

We say that f is an odd function if

for every x in the domain of f.

f(—x) = —f(x) for every x in the domain of f.

I

(b)
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and uses g(x) = 0 in the plot. This seems to happen between about —0.5 x 10_b
and 0.8 x 10— 16 (the coloured horizontal line). As we move further away from the
origin, Maple can tell the difference between I + x and 1, but loses most of the
significant figures in the representation ofx when it adds 1, and these remain lost when
it subtracts I again. Thus the numerator remains constant over short intervals while the
denominator increases as x moves away from 0. In those intervals the fraction behaves
like constant/x so the arcs are hyperbolas, sloping downward away from the origin.
The effect diminishes the farther x moves away from 0, as more of its significant figures
are retained by Maple. It should be noted that the reason we used the absolute value
of I + x instead of just 1 + x is that this forced Maple to add the x to the I before
subtracting the second I. (If we had used (1 +x) — I as the numerator forg(x), Maple
would have simplified it algebraically and obtained g(x) = 1 before using any values
of x for plotting.)

In later chapters we will encounter more such strange behaviour (which we call
numerical monsters) in the context of calculator and computer calculations with
floating point (i.e. real) numbers. They are a necessary consequence of the limitations
of such hardware and software, and are not restricted to Maple, though they may
show up somewhat differently with other software. It is necessary to be aware of how
calculators and computers do arithmetic in order to be able to use them effectively
without falling into errors that you do not recognize as such.

One final comment about Figure P.55: the graph of v = g(x) was plotted as
individual points, rather than a line as was = I. in order to make the jumps between
consecutive arcs more obvious. Had we omitted the s tyl e= [point, line I option
in the plot command, the default line style would have been used for both graphs and
the arcs in the graph of g would have been connected with vertical line segments. Note
how the command called for the plotting of two different functions by listing them
within square brackets, and how the corresponding styles were correspondingly listed.

Figure P.57
8. Figure P.57 shows the graphs of the functions: (i) x — x4,

3 4 7 . 7 3(ii) x — x , (iii) x(I — x), (iv) .v — x. Which graph
corresponds to which function?

In Exercises 9—10, sketch the graph of the function f by first
making a table of values of f(x) atx = 0,x = ±1/2, x = ±1,
x = ±3/2, and x = ±2.

In Exercises 11—22, what (if any) symmetry does the graph of f
possess? In particular, is f even or odd?
11. f(x) x2 + 1 12. f(x) = .v3 + x

x
13. f(x) = x2—1 14. f(x)

= r2 — I

15. 1(x) = — 16. f(x) =
x—2 x+4

17. f(s) —t2 —6x 18. f(x) =3 —2

19. f(x) 1x31 20. f(x) = Ix + II

21. f(x) = 22. f(x) = \/(x — 1)2

Sketch the graphs of the functions in Exercises 23—38.

23. f = —x2 24. f(x) = 1 — x2

25. f(x) = (x — 1)2 26. f(x) = (x — 1)2 + I

27. = I — x3 28. IC) (x + 2)
29. fC) I 30. 1(x) =
31. f(x) = —lxl 32. f(s) = IxI —

33. f = x —21 34. f 1 + Ix —21
235. f(x) = 36. ICr) =x+2 2—.v

37. f(x) = —-— 38. f(s) =
x+l l—x

In Exercises 39—46, f refers to the function with domain [0, 21
and range [0, 1], whose graph is shown in Figure P.58. Sketch the
graphs of the indicated functions and specify their domains and
ranges.

39. f(s) + 2 40. f(x) —

Figure P.58

It is often quite difficult to determine the range of a function
exactly. In Exercises 47—48, use a graphing utility (calculator or
computer) to graph the function I, and by zooming in on the
graph determine the range of I with accuracy of 2 decimal places.

- x+2
.

s—I
. 47. f .s) = . 48. [Cs) =r2+2t+3 x-+x

In Exercises 49—52. use a graphing utility to plot the graph of the
given function. Examine the graph (zooming in or out as
necessary) for symmetries. About what lines and/or points are the
graphs symmetric? Try to verify your conclusions algebraically.
49. IC) = x4 — + 92 —

3 — v + v2! 50. f(x) =
2— 2x +x

— x—l — 2x2+3x

53. What function f(s), defined on the real line H, is both even
and odd?
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41. f(x+2) 42. [C — I)

43. —I 44. f(—x)

45. f(4—x) 46. I —f(l —x)

(I. I)
(x)

I

EXERCISES P.4
y

graph (a)

graph (a)

graph (b)
In Exercises 1—6, find the domain and range of each function.

1. f(x)=l+x2 2. f(x)=I—

3. G(x) ./8 — 2x 4. FC) = I/(x — I)

5. h(t) = 6. g(x) —

7. Which of the graphs in Figure P.56 are graphs of functions
y = f(s)? Why?

graph (b)

5 — 5

graph (d)

x —

___________

S

y

S

graph (c)

V

y

Combining Functions to Make New Functions

x

Functions can be combined in a variety of ways to produce new functions.
We begin by examining algebraic means of combining functions, that is, addition,
subtraction, multiplication, and division..

Sums, Differences, Products, Quotients, and Multiples
Like numbers, functions can be added, subtracted, multiplied, and divided (except
where the denominator is zero) to produce new functions.

DEFINITION

U
I

If f and g are functions, then for every x that belongs to the domains of both I
and g we define functions .1 + g, f — g, fg, and f/g by the formulas:

(.1 + g) = fC) +g
(f — g)C) = .fCs) — g(x)
(jg)(x) = fC)gCv)

f(s)
— I Cv) = . where g 0.

Figure P.56 9. f(s) = x4 10. f Cr) = x213
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A special case of the rule for multiplying functions shows how functions can be
multiplied by constants. If c is a real number, then the function cf is defined for all x
in the domain off by

(cf)(x) = c f(x).

EXAMPLE 1 Figure P.59(a) shows the graphs of f(x) = x2, g(x) = x — I,
and their sum (f + g)(x) = x2 + x — I. Observe that the height

of the graph of .1 + g at any point x is the sum of the heights of the graphs of f and g
at that point.

EXAM P I. E 3 The functions f and g are defined by the formulas

f(x) = and g(x) = /iEi.

Find formulas for the values of 3f, f + g, f — g, fg, f/g, and g/f at x, and specify
the domains of each of these functions.

Solution The information is collected in Table 2:

Table 2. Combinations of f and g and their domains
Function Formula Domain

f f(x)=.,/ [0,oo)
g g(x) = (—cc, 11
3f (3f)(x)=3../ [0,co)
f+g (f+g)(x)=f(x)+g(x)=/+’l—x [0,1]
f—g (f—g)(x)=f(x)—g(x)=/—,/l—x [0,11
fg (fg)(x) = f(x)g(x) = x/x(l — x) [0, 1]

f/g -(x)
= f(x)

=
[0, 1)

g g(x) l—x
g g(x) /l—x

g/f —(x) = =/— (0,11
f f(x) V x

DEFINITION

U

the intersection of the domains off and g. However, the domains of the two quotients
f/g and g/f had to be restricted further to remove points where the denominator was
zero.

Composite Functions
There is another method, called composition, by which two functions can be combined
to form a new function.

As shown in Figure P.60, forming fog is equivalent to arranging “function machines”
g and f in an “assembly line” so that the output of g becomes the input of f.

In calculating f o g(x) = f(g(x)) we first calculate g(x) and then calculate f of
the result. We call g the inner function and j the outer function of the composition.
We can, of course, also calculate the composition g o f(x) = g((x)), where f is
the inner function, the one that gets calculated first, and g is the outer function, which
gets calculated last. The functions f o g and g o f are usually quite different, as the
following example shows.

EXAMPLE 4 Given f(x) = and g(x) = x + 1, calculate the four composite
functions f o g(x), g o f(x), f o f(x), and g o g(x), and specify

the domain of each.

Solution Again, we collect the results in a table

Table 3. Composites of f and g and their domains
Function Formula Domain

.f f(x)=/E [0,co)
g g(x)=x+l fl
fog fog(x)=f(x))=f(x+l)= [—l,cc)
gof gof(x)=g((x))=g(/i)=/+ I [0,cc)
.f of f o f(x) = f(f(x)) = f() = = [0, cc)
gog gog(x)=g(g(x))=g(x+l)=(x+l)+I=x+2 R

To see why, for example, the domain of f o g is [— I, cc), observe that g(x) = x + I
is defined for all real x but belongs to the domain of f only if x + I 0, that is, if
x — I.

V

N \Y=1x\(.V
v=

Figure P.59
(a) (f + g)C) = f(x) + g(x)
(b) g(x) = (0.5)f(x)

x

(a) (b)

Composite functions
If f and g are two functions, the composite function f o g is defined by

o g( = f(g(x)).

The domain of f o g consists of those numbers x in the domain of g for which
g(x) is in the domain of f. In particular, if the range of g is contained in the
domain of f, then the domain of f o g is just the domain of g.

EXAMPLE 2 Figure P.59(b) shows the graphs of f(x) = 2 —x2 and the multiple
g(x) = (0.5)f(x). Note how the height of the graph of g at any

point x is half the height of the graph of f there.

jfo

Figure P.60 1 o g(x) = f(g(x))

Note that most of the combinations of f and g have domains

EXAMPLE 5 If G(x) = --—, calculate G o G(x) and specify its domain.

Solution We calculate
1 —x

1l—x l+xG o G(x) = =
1+x)

= + I +x

I +x —1 +x
l+x+l—x

[0,cc) fl (—cc,lj=[0,l],



Because the resulting function, x, is defined for all real x, we might be tempted to say
that the domain of G o G is . This is wrong! To belong to the domain of G o G, x
must satisfy two conditions:

(i) x must belong to the domain of G, and
(ii) G(x) must belong to the domain of G.

The domain of G consists of all real numbers except x = —I. If we exclude
x = —I from the domain of G o G, condition (i) will be satisfied. Now ob
serve that the equation G(x) = — I has no solution x, since it is equivalent to
1 — x = —(I + x) or I = —1. Therefore, all numbers G(x) belong to the do
main of G, and condition (ii) is satisfied with no further restrictions on x. The domain
of G o G is (—cc, —I) U (—1, cc), that is, all real numbers except — I.

Piecewise Defined Functions
Sometimes it is necessary to define a function by using different formulas on different
parts of its domain. One example is the absolute value function

lx ifx>0
IXI=lx ifx<0.

Here are some other examples. (Note how we use solid and hollow dots in their graphs
to indicate, respectively, which endpoints do or do not lie on various parts of the graph.

EXAMPLE B The Heaviside function. The Heaviside function (or unit step
function) (Figure P.61) is defined by

II ifx>0H(x)=itO ifx<O.

The function H (t) can be used, for example, to model the voltage applied to an electric
circuit by a one volt battery if a switch in the circuit is closed at time t = 0.

EXAM P E The signum function. The signurn function (Figure P.62) is de
fined as follows:

The name signum is the Latin word meaning “sign.” The value of the sgn(x) tells
whether x is positive or negative. Since 0 is neither positive nor negative, sgn (0) is
not defined. The signum function is an odd function.

The functionEXAMPLE 8

(x + 1)2
f(x) = —x

.

is defined on the whole real line but has values given by three different formulas
depending on the position of x. Its graph is shown in Figure P.63(a).

EXAMPLE Find a formula for function g(x) graphed in Figure P.63(b).

Solution The graph consists of parts of three lines. For the part x < — I, the line has
slope —l and x-intercept —2, so its equation is v = —(x + 2). The middle section is
the line y = x for — I x 2. The right section is y = 2 for x > 2. Combining
these formulas, we write

—(x+2)
g(x)= x

2

Unlike the previous example, it does not matter here which of the two possible formulas
we use to define g(—l), since both give the same value. The same is true for g(2).

The following two functions could be defined by different formulas on every interval
between consecutive integers, but we will use an easier way to define them.

EXAM P L E 10 The greatest integer function. The function whose value at any
number x is the greatest integer less than or equal to x is called

the greatest integer function, or the integer floor function. It is denoted [xJ, or, in
some books, [xj or [[xl]. The graph of y = [xj is given in Figure P.64(a). Observe
that

SECTION P.5: Combining Functions to Make New Functions 3736 PRELIMINARIES

V

y = H(x)

y = I

x

Figure P.61 The Heaviside function

V

y

—l

(2, 2)

S

(a) (b)

S

ifx < —I
if—l x <2
ifx > 2.

x

-l

y = sgn (x)

Figure P.62 The signum function

x
sgn(x)=—= —lxl undefined

ifx > 0,
ifx < 0,
ifx = 0.

Figure P.63 Piecewise defined functions

Figure P.64
(a) The greatest integer function Lx]

[2.4] =2, [1.9] = 1, [0] =0,
[2j=2, [0.2]=0, [—0.3j=—I,

ifx <—I,
if—I x < I,
ifx> I,

[—1.2] = —2,
[-2] = -2.

y V

y [xj •—o

•-0

y lx1 0—.

0-

0-•

-.

S

.-0

.-0

.-o

0-•

0-

x

0-

(b) The least integer function [xl (a) (b)
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E X A M P 1 E 11 The least integer function. The function whose value at any nurn
berx is the smallest integer greater than or equal tax is called the

least integer function, or the integer ceiling function. It is denoted rsl. Its graph
is given in Figure P.64(b). For positive values of s, this function might represent, for
example, the cost of parking x hours in a parking lot that charges $1 for each hour or
part of an hour.

EXERCISES R5
In Exercises 1—2, find the domains of the functions .f + g. .f —

fg, fig, and g/f, and give formulas for their values.
1. f(s) = x, g(x) =
2. f(s) = .fjE g(x) =
Sketch the graphs of the functions in Exercises 3—6 by combining
the graphs of simpler functions from which they are built up.

3. .v—s 4. .r—x

6. IsI + Lv — 21 21. f(2.v)

If f(s) s + 5 and g(s) = —3, find the following:
(a) fog(O) (b) g((0))
(c) f(s)) (d) g o f(s)
(e) f o [(—5) (f) g(g(2))
(g) fCf(s)) (h) g o g(x)

In Exercises 8—10, construct the following composite functions
and specify the domain of each.

(a) f. o f(s) (b) f o g(x)
(c) gof(x) (d) gog(x)

8. f(s)=2/x, g(x)=x/(1 —x)
9. f(x) = 1/U —x),

10. f(s) = (x + l)/(s — 1), g(s) = sgn (s)
Find the missing entries in Table 4 (Exercises 11—16). In Exercises 25—26, sketch the graphs of the given functions.
Table 4.

f(x) g(x) fog(s)

s s+I
12. x+4 s
13. sI
14. I/3 2s+3
15. (s + 1)/s s
16. s—I 1/52

s ifO<s<l25. f(x)= .. — —2—s ifl<x<2

26. ,‘(x) = if 0 5 I
2—s ifl<s<2

27. Find all real values of the constants A and B for which the
function F(s) As + B satisfies:
(a) F o F(s) = F(s) for all s.
(b) F a F(s) = s for all s.

Greatest and least integer functions
28. For what values of s is (a) [sj 0? (b) [xl = 0?
29. What real numbers s satisfy the equation [x] = [s]?

y = 2 + 30. True or Mse: F—si = — [xJ for all real x?
y l/(2 + ). 31. Sketch the graph of y = x — [sJ.

Describe the effect on the graph of the change made in the 32. Sketch the graph of the function
function at each stage.

! 18. Repeat the previous exercise for the functions

v=2s—l, v=l—2s.

— I —2s’

(a) Show that f is the sum of an even function and an odd
function:

f(s) = E(x) + 0(s),

where E is an even function and 0 is an odd function.
Hint: Let E(x) = (f(s) + f(—x))/2. Show that
E(—s) = EU). so that E is even. Then show that
OC) = f(s) — E(.v) is odd.

(b) Show that there is only one way to write j as the sum of
an even and an odd function. Hint: One way is given in
part (a). If also f(s) = E1 (s) + Ut(s), where E1 is
even and Ut is odd, show that E — E1 = U — 0 and
then use Exercise 34 to show that E E1 and 0 U.

Among the easiest functions to deal with in calculus are polynomials. These are sums
of terms each of which is a constant multiple of a nonnegative integer power of the
variable of the function:

3 is a polynomial of degree 0.
2 — x is a polynomial of degree I.

2x3 — 17s + I is a polynomial of degree 3.

Generally, we assume that the polynomials we deal with are real polvnontials, that is,
their coefficients are real numbers rather than more general complex numbers: often the
coefficients will be integers or rational numbers. Polynomials play a role in the study of
functions somewhat analogous to the role played by integers in the study of numbers.
For instance, just as we always get an integer result if we add, subtract, or multiply
two integers, we always get a polynomial result if we add, subtract, or multiply two
polynomials. Adding or subtracting polynomials produces a polynomial whose degree
does not exceed the larger of the two degrees of the polynomials being combined.
Multiplying two polynomials of degrees in and n produces a product polynomial of
degree in + a. For instance, for the product

(2 + l)(x — s — 2) = 55
— 2x2 — s — 2,

Even and odd functions
33. Assume that f is an even function, g is an odd function, and

both f and g are defined on the whole real line IR. Es each of
the following functions even, odd, or neither?

f + g, fg, f/g, gtf, f2 = If’ g2 = gg

fog. gof, fof, gag

34. If f is both an even and an odd function, show that f(s) = 0
at every point of its domain.

35. Let f be a function whose domain is symmetric about the
origin, that is, —x belongs to the domain whenever x does.

5. .v+xl
7. 23. I + f(—s/2)

In Exercises 19—24, f refers to the function with domain [0, 2)
and range [0. I], whose graph is shown in Figure P.65. Sketch the
graphs of the indicated functions, and specify their domains and
ranges.

19. 2f(s) 20. —(l/2)f(s)

I. Polynomials and Rational Functions

1
a

22. f(s/3)

24. 2f(cv — l)/2)

(1,1)

g(x) =
Figure P.65

DEFI N ITI ON

U

17. Use a graphing utility to examine in order the graphs of the
functions

A polynomial is a function P whose value at .v is

P(x) = a,,x° + a,,_js” + ‘ ‘ + as + (OX + (ia,

where a,,, a,, I a, a l and ao, called the coefficients of the polymonial, are
constants and, if ii > 0, then a 0. The number a, the degree of the highest
power of x in the polynomial, is called the degree of the polynomial. (The degree
of the zero polynomial is not defined.)

y =
=2+

For example,

v)
— [sj ifs > 0fC
— [xi ifs <0.

____ ____

—1.
Why is f(s) called the integer part of s? the two factors have degrees 2 and 3, so the result has degree 5.
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E X A M P 1 E 11 The least integer function. The function whose value at any nurn
berx is the smallest integer greater than or equal tax is called the

least integer function, or the integer ceiling function. It is denoted rsl. Its graph
is given in Figure P.64(b). For positive values of s, this function might represent, for
example, the cost of parking x hours in a parking lot that charges $1 for each hour or
part of an hour.
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In Exercises 1—2, find the domains of the functions .f + g. .f —

fg, fig, and g/f, and give formulas for their values.
1. f(s) = x, g(x) =
2. f(s) = .fjE g(x) =
Sketch the graphs of the functions in Exercises 3—6 by combining
the graphs of simpler functions from which they are built up.
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6. IsI + Lv — 21 21. f(2.v)

If f(s) s + 5 and g(s) = —3, find the following:
(a) fog(O) (b) g((0))
(c) f(s)) (d) g o f(s)
(e) f o [(—5) (f) g(g(2))
(g) fCf(s)) (h) g o g(x)

In Exercises 8—10, construct the following composite functions
and specify the domain of each.

(a) f. o f(s) (b) f o g(x)
(c) gof(x) (d) gog(x)

8. f(s)=2/x, g(x)=x/(1 —x)
9. f(x) = 1/U —x),

10. f(s) = (x + l)/(s — 1), g(s) = sgn (s)
Find the missing entries in Table 4 (Exercises 11—16). In Exercises 25—26, sketch the graphs of the given functions.
Table 4.

f(x) g(x) fog(s)

s s+I
12. x+4 s
13. sI
14. I/3 2s+3
15. (s + 1)/s s
16. s—I 1/52

s ifO<s<l25. f(x)= .. — —2—s ifl<x<2

26. ,‘(x) = if 0 5 I
2—s ifl<s<2

27. Find all real values of the constants A and B for which the
function F(s) As + B satisfies:
(a) F o F(s) = F(s) for all s.
(b) F a F(s) = s for all s.

Greatest and least integer functions
28. For what values of s is (a) [sj 0? (b) [xl = 0?
29. What real numbers s satisfy the equation [x] = [s]?

y = 2 + 30. True or Mse: F—si = — [xJ for all real x?
y l/(2 + ). 31. Sketch the graph of y = x — [sJ.

Describe the effect on the graph of the change made in the 32. Sketch the graph of the function
function at each stage.

! 18. Repeat the previous exercise for the functions

v=2s—l, v=l—2s.

— I —2s’

(a) Show that f is the sum of an even function and an odd
function:

f(s) = E(x) + 0(s),

where E is an even function and 0 is an odd function.
Hint: Let E(x) = (f(s) + f(—x))/2. Show that
E(—s) = EU). so that E is even. Then show that
OC) = f(s) — E(.v) is odd.

(b) Show that there is only one way to write j as the sum of
an even and an odd function. Hint: One way is given in
part (a). If also f(s) = E1 (s) + Ut(s), where E1 is
even and Ut is odd, show that E — E1 = U — 0 and
then use Exercise 34 to show that E E1 and 0 U.

Among the easiest functions to deal with in calculus are polynomials. These are sums
of terms each of which is a constant multiple of a nonnegative integer power of the
variable of the function:

3 is a polynomial of degree 0.
2 — x is a polynomial of degree I.

2x3 — 17s + I is a polynomial of degree 3.

Generally, we assume that the polynomials we deal with are real polvnontials, that is,
their coefficients are real numbers rather than more general complex numbers: often the
coefficients will be integers or rational numbers. Polynomials play a role in the study of
functions somewhat analogous to the role played by integers in the study of numbers.
For instance, just as we always get an integer result if we add, subtract, or multiply
two integers, we always get a polynomial result if we add, subtract, or multiply two
polynomials. Adding or subtracting polynomials produces a polynomial whose degree
does not exceed the larger of the two degrees of the polynomials being combined.
Multiplying two polynomials of degrees in and n produces a product polynomial of
degree in + a. For instance, for the product

(2 + l)(x — s — 2) = 55
— 2x2 — s — 2,

Even and odd functions
33. Assume that f is an even function, g is an odd function, and

both f and g are defined on the whole real line IR. Es each of
the following functions even, odd, or neither?

f + g, fg, f/g, gtf, f2 = If’ g2 = gg

fog. gof, fof, gag

34. If f is both an even and an odd function, show that f(s) = 0
at every point of its domain.

35. Let f be a function whose domain is symmetric about the
origin, that is, —x belongs to the domain whenever x does.

5. .v+xl
7. 23. I + f(—s/2)

In Exercises 19—24, f refers to the function with domain [0, 2)
and range [0. I], whose graph is shown in Figure P.65. Sketch the
graphs of the indicated functions, and specify their domains and
ranges.

19. 2f(s) 20. —(l/2)f(s)
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A polynomial is a function P whose value at .v is

P(x) = a,,x° + a,,_js” + ‘ ‘ + as + (OX + (ia,

where a,,, a,, I a, a l and ao, called the coefficients of the polymonial, are
constants and, if ii > 0, then a 0. The number a, the degree of the highest
power of x in the polynomial, is called the degree of the polynomial. (The degree
of the zero polynomial is not defined.)

y =
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For example,

v)
— [sj ifs > 0fC
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Why is f(s) called the integer part of s? the two factors have degrees 2 and 3, so the result has degree 5.



Just as the quotient of two integers is often not an integer but is called a rational
number. the quotient of two polynomials is often not a polynomial. but is instead called
a rational function.

— 3x2 + 3x +4
x2 + I

When we divide a positive integer a by a smaller positive integer b, we can obtain an
integer quotient q and an integer remainder r satisfying 0 r < b and hence write the
fraction a/b (in a unique way) as the sum of the integer q and another fraction whose
numerator (the remainder r) is smaller than its denominator b. For instance,

= 2 + the quotient is 2, the remainder is I.

Similarly, if A,,, and B,, are polynomials having degrees in and n, respectively, and if
in > a, then we can express the rational function A,,,/B,, (in a unique way) as the sum
of a quotient polynomial Q,,,,, of degree in — a and another rational function Rk/B,,
where the numerator polynomial Rk (the remainder in the division) is either zero or
has degree k < a:

A,,,(x) Rk(x)
= Q,,,—,, (x) + . (The Division Algorithm)

B,,(x) B0(x)

We calculate the quotient and remainder polynomials by using “long division” or an
equivalent method.

EXAM PIE 1 Write the division algorithm for
2x3 — 3x2 + 3x + 4

x- +1

Solution METHOD I. Use long division:

2x — 3
x2+lHx3_3x2 +3x+4

Thus,

+ 2x

2x3x2+3x+4 x+7
=2x—3+

x-+l x-+l

The quotient is 2x — 3, and the remainder is x + 7.
METHOD II. Use short division; add appropriate lower-degree terms to the terms of
the numerator that have degrees not less than the degree of the denominator to enable
factoring out the denominator, and then subtract those terms off again.

— 3x2 + 35 + 4

=2x3+2x—3x2—3+3x+4—2x+3

= 2x(x2+l)—3(x2+l)+x+7,

from which it follows at once that

Roots, Zeros, and Factors
A number r is called a root or zero of the polynomial P if P(r) = 0. For example.
P(s) = x3 — 4x has three roots: 0. 2, and —2; substituting any of these numbers
for x makes P(x) = 0. In this context the terms “root” and “zero” are often used
interchangeably. It is technically more correct to call a number r satisfying P(r) = 0 a
zero of the polynomial ,fhnction P and a root of the equation P(x) = 0, and later in this
book we will follow this convention more closely. But for now, to avoid confusion with
the number zero, we will prefer to use “root” rather than “zero” even when referring to
the polynomial P rather than the equation P(x) = 0.

The Fundamental Theorem of Algebra (see Appendix II) states that every poly
nomial of degree at least I has a root (although the root might be a complex num
ber). For example. the linear (degree I) polynomial as + b has the root —h/a since
a(—b/a) + b = 0. A constant polynomial (one of degree zero) cannot have any roots
unless it is the zero polynomial, in which case every number is a root.

Real polynomials need not always have real roots; the polynomial x2 + 4 is never
zero for any real numbers, but it is zero ifx is either of the two complex numbers 21 and
—21, where i is the so-called imaginary unit satisfying i2 = —1. (See Appendix I for
a discussion of complex numbers.) The numbers 21 and —21 are comniilex conjugates
of each other. Any complex roots of a real polynomial must occur in conjugate pairs.
(See Appendix II for a proof of this fact.)

In our study of calculus we will often find it useful to factor polynomials into
products of polynomials of lower degree, especially degree I or 2 (linear or quadratic
polynomials). The following theorem shows the connection between linear factors and
roots.

The Factor Theorem
The number r is a root of the polynomial P of degree not less than 1 if and only if
x — r is a factor of P(x).

PROOF By the division algorithm there exists a quotient polynomial Q having degree
one less than that of P and a remainder polynomial of degree 0 (i.e.. a constant c) such
that

PC) C,
= Q(x) +x—r .v—r

Thus P) = (x — r)Q(x) + c, and P(r) = 0 if and only if c = 0, in which case
P(x) = (x — r)Q(x) and x — r is a factor of P(x).

It follows from Theorem I and the Fundamental Theorem of Algebra that every
polynomial of degree ii I has a roots. (if P has degree a > 2, then P has a zero
r and Pc) = (x — r)Q(, where Q is a polynomial of degree a — I ? I, which in
turn has a root, etc.) Of course. the roots of a polynomial need not all be different. The
4th degree polynomial P(x) = — 3x3 + 3x — x = x(x — 1) has four roots; one
is 0 and the other three are each equal to 1. We say that the root I has multiplicity 3
because we can divide P(x) by (x — l) and still get zero remainder.

If P is a real polynomial having a complex root ri = a + iv, where a and v are real
and v 0. then, as asserted above, the complex conjugate of ri, namely, r = a — iv,
will also be a root of P. (Moreover, rl and ri will have the same multiplicity.) Thus,
both x — a — iv and .i — a + iv are factors of Pc), and so, therefore, is their product

(x — u — iv)(s — a + iv) = (x.— a)2 + v2 = 2 — 2ux + a2 + v2.
_32 +3s +4 x+7

=2x-3+
x + I

which is a quadratic polynomial having no real roots. It follows that every real
polynomial can be factored into a product of real (possibly repeated) linear factors and
real (also possibly repeated) quadratic factors having no real zeros.
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Just as the quotient of two integers is often not an integer but is called a rational
number. the quotient of two polynomials is often not a polynomial. but is instead called
a rational function.

— 3x2 + 3x +4
x2 + I

When we divide a positive integer a by a smaller positive integer b, we can obtain an
integer quotient q and an integer remainder r satisfying 0 r < b and hence write the
fraction a/b (in a unique way) as the sum of the integer q and another fraction whose
numerator (the remainder r) is smaller than its denominator b. For instance,

= 2 + the quotient is 2, the remainder is I.

Similarly, if A,,, and B,, are polynomials having degrees in and n, respectively, and if
in > a, then we can express the rational function A,,,/B,, (in a unique way) as the sum
of a quotient polynomial Q,,,,, of degree in — a and another rational function Rk/B,,
where the numerator polynomial Rk (the remainder in the division) is either zero or
has degree k < a:

A,,,(x) Rk(x)
= Q,,,—,, (x) + . (The Division Algorithm)

B,,(x) B0(x)

We calculate the quotient and remainder polynomials by using “long division” or an
equivalent method.

EXAM PIE 1 Write the division algorithm for
2x3 — 3x2 + 3x + 4

x- +1

Solution METHOD I. Use long division:

2x — 3
x2+lHx3_3x2 +3x+4

Thus,

+ 2x

2x3x2+3x+4 x+7
=2x—3+

x-+l x-+l

The quotient is 2x — 3, and the remainder is x + 7.
METHOD II. Use short division; add appropriate lower-degree terms to the terms of
the numerator that have degrees not less than the degree of the denominator to enable
factoring out the denominator, and then subtract those terms off again.

— 3x2 + 35 + 4

=2x3+2x—3x2—3+3x+4—2x+3

= 2x(x2+l)—3(x2+l)+x+7,

from which it follows at once that

Roots, Zeros, and Factors
A number r is called a root or zero of the polynomial P if P(r) = 0. For example.
P(s) = x3 — 4x has three roots: 0. 2, and —2; substituting any of these numbers
for x makes P(x) = 0. In this context the terms “root” and “zero” are often used
interchangeably. It is technically more correct to call a number r satisfying P(r) = 0 a
zero of the polynomial ,fhnction P and a root of the equation P(x) = 0, and later in this
book we will follow this convention more closely. But for now, to avoid confusion with
the number zero, we will prefer to use “root” rather than “zero” even when referring to
the polynomial P rather than the equation P(x) = 0.

The Fundamental Theorem of Algebra (see Appendix II) states that every poly
nomial of degree at least I has a root (although the root might be a complex num
ber). For example. the linear (degree I) polynomial as + b has the root —h/a since
a(—b/a) + b = 0. A constant polynomial (one of degree zero) cannot have any roots
unless it is the zero polynomial, in which case every number is a root.

Real polynomials need not always have real roots; the polynomial x2 + 4 is never
zero for any real numbers, but it is zero ifx is either of the two complex numbers 21 and
—21, where i is the so-called imaginary unit satisfying i2 = —1. (See Appendix I for
a discussion of complex numbers.) The numbers 21 and —21 are comniilex conjugates
of each other. Any complex roots of a real polynomial must occur in conjugate pairs.
(See Appendix II for a proof of this fact.)

In our study of calculus we will often find it useful to factor polynomials into
products of polynomials of lower degree, especially degree I or 2 (linear or quadratic
polynomials). The following theorem shows the connection between linear factors and
roots.

The Factor Theorem
The number r is a root of the polynomial P of degree not less than 1 if and only if
x — r is a factor of P(x).

PROOF By the division algorithm there exists a quotient polynomial Q having degree
one less than that of P and a remainder polynomial of degree 0 (i.e.. a constant c) such
that

PC) C,
= Q(x) +x—r .v—r

Thus P) = (x — r)Q(x) + c, and P(r) = 0 if and only if c = 0, in which case
P(x) = (x — r)Q(x) and x — r is a factor of P(x).

It follows from Theorem I and the Fundamental Theorem of Algebra that every
polynomial of degree ii I has a roots. (if P has degree a > 2, then P has a zero
r and Pc) = (x — r)Q(, where Q is a polynomial of degree a — I ? I, which in
turn has a root, etc.) Of course. the roots of a polynomial need not all be different. The
4th degree polynomial P(x) = — 3x3 + 3x — x = x(x — 1) has four roots; one
is 0 and the other three are each equal to 1. We say that the root I has multiplicity 3
because we can divide P(x) by (x — l) and still get zero remainder.

If P is a real polynomial having a complex root ri = a + iv, where a and v are real
and v 0. then, as asserted above, the complex conjugate of ri, namely, r = a — iv,
will also be a root of P. (Moreover, rl and ri will have the same multiplicity.) Thus,
both x — a — iv and .i — a + iv are factors of Pc), and so, therefore, is their product

(x — u — iv)(s — a + iv) = (x.— a)2 + v2 = 2 — 2ux + a2 + v2.
_32 +3s +4 x+7

=2x-3+
x + I

which is a quadratic polynomial having no real roots. It follows that every real
polynomial can be factored into a product of real (possibly repeated) linear factors and
real (also possibly repeated) quadratic factors having no real zeros.
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Just as the quotient of two integers is often not an integer but is called a rational
number. the quotient of two polynomials is often not a polynomial. but is instead called
a rational function.

— 3x2 + 3x +4
x2 + I

When we divide a positive integer a by a smaller positive integer b, we can obtain an
integer quotient q and an integer remainder r satisfying 0 r < b and hence write the
fraction a/b (in a unique way) as the sum of the integer q and another fraction whose
numerator (the remainder r) is smaller than its denominator b. For instance,

= 2 + the quotient is 2, the remainder is I.

Similarly, if A,,, and B,, are polynomials having degrees in and n, respectively, and if
in > a, then we can express the rational function A,,,/B,, (in a unique way) as the sum
of a quotient polynomial Q,,,,, of degree in — a and another rational function Rk/B,,
where the numerator polynomial Rk (the remainder in the division) is either zero or
has degree k < a:

A,,,(x) Rk(x)
= Q,,,—,, (x) + . (The Division Algorithm)

B,,(x) B0(x)

We calculate the quotient and remainder polynomials by using “long division” or an
equivalent method.

EXAM PIE 1 Write the division algorithm for
2x3 — 3x2 + 3x + 4

x- +1

Solution METHOD I. Use long division:

2x — 3
x2+lHx3_3x2 +3x+4

Thus,

+ 2x

2x3x2+3x+4 x+7
=2x—3+

x-+l x-+l

The quotient is 2x — 3, and the remainder is x + 7.
METHOD II. Use short division; add appropriate lower-degree terms to the terms of
the numerator that have degrees not less than the degree of the denominator to enable
factoring out the denominator, and then subtract those terms off again.

— 3x2 + 35 + 4

=2x3+2x—3x2—3+3x+4—2x+3

= 2x(x2+l)—3(x2+l)+x+7,

from which it follows at once that

Roots, Zeros, and Factors
A number r is called a root or zero of the polynomial P if P(r) = 0. For example.
P(s) = x3 — 4x has three roots: 0. 2, and —2; substituting any of these numbers
for x makes P(x) = 0. In this context the terms “root” and “zero” are often used
interchangeably. It is technically more correct to call a number r satisfying P(r) = 0 a
zero of the polynomial ,fhnction P and a root of the equation P(x) = 0, and later in this
book we will follow this convention more closely. But for now, to avoid confusion with
the number zero, we will prefer to use “root” rather than “zero” even when referring to
the polynomial P rather than the equation P(x) = 0.

The Fundamental Theorem of Algebra (see Appendix II) states that every poly
nomial of degree at least I has a root (although the root might be a complex num
ber). For example. the linear (degree I) polynomial as + b has the root —h/a since
a(—b/a) + b = 0. A constant polynomial (one of degree zero) cannot have any roots
unless it is the zero polynomial, in which case every number is a root.

Real polynomials need not always have real roots; the polynomial x2 + 4 is never
zero for any real numbers, but it is zero ifx is either of the two complex numbers 21 and
—21, where i is the so-called imaginary unit satisfying i2 = —1. (See Appendix I for
a discussion of complex numbers.) The numbers 21 and —21 are comniilex conjugates
of each other. Any complex roots of a real polynomial must occur in conjugate pairs.
(See Appendix II for a proof of this fact.)

In our study of calculus we will often find it useful to factor polynomials into
products of polynomials of lower degree, especially degree I or 2 (linear or quadratic
polynomials). The following theorem shows the connection between linear factors and
roots.

The Factor Theorem
The number r is a root of the polynomial P of degree not less than 1 if and only if
x — r is a factor of P(x).

PROOF By the division algorithm there exists a quotient polynomial Q having degree
one less than that of P and a remainder polynomial of degree 0 (i.e.. a constant c) such
that

PC) C,
= Q(x) +x—r .v—r

Thus P) = (x — r)Q(x) + c, and P(r) = 0 if and only if c = 0, in which case
P(x) = (x — r)Q(x) and x — r is a factor of P(x).

It follows from Theorem I and the Fundamental Theorem of Algebra that every
polynomial of degree ii I has a roots. (if P has degree a > 2, then P has a zero
r and Pc) = (x — r)Q(, where Q is a polynomial of degree a — I ? I, which in
turn has a root, etc.) Of course. the roots of a polynomial need not all be different. The
4th degree polynomial P(x) = — 3x3 + 3x — x = x(x — 1) has four roots; one
is 0 and the other three are each equal to 1. We say that the root I has multiplicity 3
because we can divide P(x) by (x — l) and still get zero remainder.

If P is a real polynomial having a complex root ri = a + iv, where a and v are real
and v 0. then, as asserted above, the complex conjugate of ri, namely, r = a — iv,
will also be a root of P. (Moreover, rl and ri will have the same multiplicity.) Thus,
both x — a — iv and .i — a + iv are factors of Pc), and so, therefore, is their product

(x — u — iv)(s — a + iv) = (x.— a)2 + v2 = 2 — 2ux + a2 + v2.
_32 +3s +4 x+7

=2x-3+
x + I

which is a quadratic polynomial having no real roots. It follows that every real
polynomial can be factored into a product of real (possibly repeated) linear factors and
real (also possibly repeated) quadratic factors having no real zeros.
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Just as the quotient of two integers is often not an integer but is called a rational
number. the quotient of two polynomials is often not a polynomial. but is instead called
a rational function.

— 3x2 + 3x +4
x2 + I

When we divide a positive integer a by a smaller positive integer b, we can obtain an
integer quotient q and an integer remainder r satisfying 0 r < b and hence write the
fraction a/b (in a unique way) as the sum of the integer q and another fraction whose
numerator (the remainder r) is smaller than its denominator b. For instance,

= 2 + the quotient is 2, the remainder is I.

Similarly, if A,,, and B,, are polynomials having degrees in and n, respectively, and if
in > a, then we can express the rational function A,,,/B,, (in a unique way) as the sum
of a quotient polynomial Q,,,,, of degree in — a and another rational function Rk/B,,
where the numerator polynomial Rk (the remainder in the division) is either zero or
has degree k < a:

A,,,(x) Rk(x)
= Q,,,—,, (x) + . (The Division Algorithm)

B,,(x) B0(x)

We calculate the quotient and remainder polynomials by using “long division” or an
equivalent method.

EXAM PIE 1 Write the division algorithm for
2x3 — 3x2 + 3x + 4

x- +1

Solution METHOD I. Use long division:

2x — 3
x2+lHx3_3x2 +3x+4

Thus,

+ 2x

2x3x2+3x+4 x+7
=2x—3+

x-+l x-+l

The quotient is 2x — 3, and the remainder is x + 7.
METHOD II. Use short division; add appropriate lower-degree terms to the terms of
the numerator that have degrees not less than the degree of the denominator to enable
factoring out the denominator, and then subtract those terms off again.

— 3x2 + 35 + 4

=2x3+2x—3x2—3+3x+4—2x+3

= 2x(x2+l)—3(x2+l)+x+7,

from which it follows at once that

Roots, Zeros, and Factors
A number r is called a root or zero of the polynomial P if P(r) = 0. For example.
P(s) = x3 — 4x has three roots: 0. 2, and —2; substituting any of these numbers
for x makes P(x) = 0. In this context the terms “root” and “zero” are often used
interchangeably. It is technically more correct to call a number r satisfying P(r) = 0 a
zero of the polynomial ,fhnction P and a root of the equation P(x) = 0, and later in this
book we will follow this convention more closely. But for now, to avoid confusion with
the number zero, we will prefer to use “root” rather than “zero” even when referring to
the polynomial P rather than the equation P(x) = 0.

The Fundamental Theorem of Algebra (see Appendix II) states that every poly
nomial of degree at least I has a root (although the root might be a complex num
ber). For example. the linear (degree I) polynomial as + b has the root —h/a since
a(—b/a) + b = 0. A constant polynomial (one of degree zero) cannot have any roots
unless it is the zero polynomial, in which case every number is a root.

Real polynomials need not always have real roots; the polynomial x2 + 4 is never
zero for any real numbers, but it is zero ifx is either of the two complex numbers 21 and
—21, where i is the so-called imaginary unit satisfying i2 = —1. (See Appendix I for
a discussion of complex numbers.) The numbers 21 and —21 are comniilex conjugates
of each other. Any complex roots of a real polynomial must occur in conjugate pairs.
(See Appendix II for a proof of this fact.)

In our study of calculus we will often find it useful to factor polynomials into
products of polynomials of lower degree, especially degree I or 2 (linear or quadratic
polynomials). The following theorem shows the connection between linear factors and
roots.

The Factor Theorem
The number r is a root of the polynomial P of degree not less than 1 if and only if
x — r is a factor of P(x).

PROOF By the division algorithm there exists a quotient polynomial Q having degree
one less than that of P and a remainder polynomial of degree 0 (i.e.. a constant c) such
that

PC) C,
= Q(x) +x—r .v—r

Thus P) = (x — r)Q(x) + c, and P(r) = 0 if and only if c = 0, in which case
P(x) = (x — r)Q(x) and x — r is a factor of P(x).

It follows from Theorem I and the Fundamental Theorem of Algebra that every
polynomial of degree ii I has a roots. (if P has degree a > 2, then P has a zero
r and Pc) = (x — r)Q(, where Q is a polynomial of degree a — I ? I, which in
turn has a root, etc.) Of course. the roots of a polynomial need not all be different. The
4th degree polynomial P(x) = — 3x3 + 3x — x = x(x — 1) has four roots; one
is 0 and the other three are each equal to 1. We say that the root I has multiplicity 3
because we can divide P(x) by (x — l) and still get zero remainder.

If P is a real polynomial having a complex root ri = a + iv, where a and v are real
and v 0. then, as asserted above, the complex conjugate of ri, namely, r = a — iv,
will also be a root of P. (Moreover, rl and ri will have the same multiplicity.) Thus,
both x — a — iv and .i — a + iv are factors of Pc), and so, therefore, is their product

(x — u — iv)(s — a + iv) = (x.— a)2 + v2 = 2 — 2ux + a2 + v2.
_32 +3s +4 x+7

=2x-3+
x + I

which is a quadratic polynomial having no real roots. It follows that every real
polynomial can be factored into a product of real (possibly repeated) linear factors and
real (also possibly repeated) quadratic factors having no real zeros.
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EXAMPLE 2 What is the degree of P(x) = x3(x2 + 2x + 5)2? What are the
roots of P and, what is the muhiplicity of each root?

Solution If P is expanded, the highest power of x present in the expansion is
x3(x2)2 = x’, so P has degree 7. The factor x3 = (x — O) indicates that 0 is a
root of P having multiplicity 3. The remaining four roots will be the two roots of
r2 + 2.v + 5, each having multiplicity 2. Now

[2+2+5]2 = [+ 1)2+412

Roots and Factors of Quadratic Polynomials
There is a well-known formula for finding the roots of a quadratic polynomial.

The Quadratic Formula

The two solutions of the quadratic equation

To see this, just divide the equation by A and complete the square for the terms in x:
B C

x- + x + =0

2 2B B2 B2 C
x

/ B2 B2—4AC
= 4A2

The quantity D = B2 — 4A C that appears under the square root in the quadratic formula
is called the discriminant of the quadratic equation or polynomial. The nature of the
roots of the quadratic depends on the sign of this discriminant.
(a) If D > 0. then D = k2 for some real constant k, and the quadratic has two distinct

roots, (—B + k)/(2A) and (—B — k)/(2A).
(b) If D = 0, then the quadratic has only the root —B/(2A), and this root has

multiplicity 2. (It is called a double root.)
(c) If D < 0, then D = —k2 for some real constant k. and the quadratic has two

complex conjugate roots, (—B + ki)/(A) and (—B — ki)/(2A).

EXAMPLE 3 Find the roots of these quadratic polynomials and thereby factor
the polynomials into linear factors:

Solution We use the quadratic formula to solve the corresponding quadratic equations
to find the roots of the three polynomials.
(a) A=l, B=l, C=—l

l±x/TT I
I = = —— ± —

2 2 2

/ l/\/ l/x+x- 1 =x-
-

(b) A=9, B=—6, C=I

6±/36—36 1
x = = — (double root)

(c)

=(3xl)2.

-l±iT i \/.
x = = —— ± —1

2x2 +x +1= 2(x +

_

(
Remark There exist formulas for calculating exact roots of cubic (degree 3) and
quartic (degree 4) polynomials, but, unlike the quadratic formula above, they are
very complicated and almost never used. Instead, calculus will provide us with very
powerful and easily used tools for approximating roots of polynomials (and solutions
of much more general equations) to any desired degree of accuracy.

Miscellaneous Factorings
Some quadratic and higher degree polynomials can be (at least partially) factored by
inspection. Some simple examples include:
(a) Common Factor: ax2 + bx = x(ax + b).
(b) Difference of Squares: x2 — a2 = (x — a)(x + a).
(c) Difference of Cubes: x3 — a3 = (x — a)(x2 + ax +a2).
(d) More generally, a difference of nth powers for any positive integer n:

x — a” = (x — a)(x° + ax°2 +a2x’3+ +a”2x +a°).

Note that x — a is a factor of x” — a” for any positive integer n.
(e) It is also true that if n is an odd positive integer, then x + a is a factor of x” + a”.

For example,

x3 + a3 = (x + a)(x2 — ax + a2)

x5 + a5 = (x + a)(x4 — ax3 +a2x2 —a3x +a4).

Finally, we mention a trial-and-error method of factoring quadratic polynomials some
times called trinoinial factoring. Since

(x + p)(x + q) = x + (p + q)x + pq,

(x—p)(x—q)=x2—(p+q)x+pq, and

(x+p)(x—q)=x2+(p—q)x—pq,

we can sometimes spot the factors of x2 + Bx + C by looking for factors of C for
which the sum or difference is B. More generally, we can sometimes factor

= [(x + I + 2i)(x + I — 2i)].

Hence the seven roots of P are:
0, 0. 0
—l —2i, —l —2i
—l+2i, —l+2i

0 has multiplicity 3,
— I — 2i has multiplicity 2,
— I + 2i has multiplicity 2.

Ax2 + Bx + C =0,

where A, B, and C are constants and A 0, are given by

—B ± /B2 — 4AC
x =

2A

l7.

B /B2—4AC
I + = ±

2A 2A

(a) x2 + x — I (b) 9i2 — 6x + I (c)2x2+x+ I. Ax2+Bx+C =(ax+b)(cx+d)
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1. 2.x2—3x—I0

3.x2+2x+2 4.v26+I3
5. 16x4—8x2+1 6..t4+6x3+9x2

7. .v3+l 8. x—i

— 5x + 6 = (x
—
3)(x —2) p = 3, q = 2, pq = 6, p + q = 5

v2 +7x +6 = (x +6)(x + 1) p = 6.q = 1, pq = 6. p +q = 7
.v2+ x—6=(x+3)(x —2) p=3.q =—2.pq = —fi,p+q =

2x2 +x — 10 = (2x + 5)(x — 2) a = 2, b = 5. c = l.d = —2
ac=2.bd=—10.ad+hc= 1.

EXAM PIE 5 Find the roots of the following polynomials:

(a)x3—x2—4x+4, (b)x4+3x2—4,

Solution (a) There is an obvious common factor:

V3 — — 4x +4 = (x — I)(x2 —4) = (x — l)(x — 2)(x + 2).

The roots are 1, 2, and —2.
(b) This is a trinomial in .r2 for which there is an easy factoring:

.v +3x2 —4 = (x2 +4)(x2 — 1) = (x +2i)(x — 2i)(x + 1)(.v — 1).

The roots are 1,—I, 2i, and —2i.
(c) We start with some obvious factorings:

— — x2 +x = x(x4 — x3 — x + I) = x(x — l)(x3 — 1)

=x(x—l)2(x2+x+I).

Thus 0 is a root, and I is a double root. The remaining two roots must come from
the quadratic factor x2 + x + I, which cannot be factored easily by inspection so
we use the formula:

-i±If’ i s/i.
x = = —— ± 1.

2 2 2

11.s5+x3+8x2+8 12.x9—4x7—x6+4x4
In Exercises 13—16, express the given rational function as the sum
of a polynomial and another rational function whose numerator is
either zero or has smaller degree than the denominator.

13.
—2

Figure P.67 If the length of arc AP5 ist
units, then angle A OP, = t radians

complex root of a polynomial P having real coefficients,
then its conjugate f is also a root of P.

2O. Continuing the previous exercise, show that if z = u + iv
(where u and v are real numbers) is a complex root of a
polynomial P with real coefficients, then P must have the
real quadratic factor x2 — 2ux + + v2

21. Use the result of Exercise 20 to show that if z = u + iv
(where u and v are real numbers) is a complex root of a
polynomial P with real coefficients, then z and are roots of
P having the same multiplicity.

Most people first encounter the quantities cost and sin t as ratios of sides in a right-
angled triangle having t as one of the acute angles. If the sides of the triangle are
labelled “hyp” for hypotenuse. “adj” for the side adjacent to angle t. and “opp” for the
side opposite angle t (see Figure P.66), then

and sint = (*)
hyp

In calculus we need more general definitions of cost and sin t as functions defined
fir all real numbers t, not just acute angles. Such definitions are phrased in terms of a
circle rather than a triangle.

Let C be the circle with centre at the origin 0 and radius I; its equation is
x2 + y2 = I. Let A be the point (1, 0) on C. For any real number t, let Pt be the
point on C at distance ti from A, measured along C in the counterclockwise direction
if t > 0, and the clockwise direction if t < 0. For example, since C has circumference
2jr, the point P,/2 is one-quarter of the way counterclockwise around C from A; it is
the point (0, 1).

by looking for factors a and c of A and factors b and d of C for which ad + be = B.
Of course, if this fails you can always resort to the quadratic formula to find the roots
and, therefore, the tctors, of the quadratic polynomial.

EXAMPLE 4

17. Show that x — I is a factor of a polynomial P of positive
degree if and only if the sum of the coefficients of P is zero.

18. What condition should the coefficients of a polynomial
satsify to ensure that x + I is a factor of that polynomial?

I 19. The complex conjugate of a complex number z = U + iv
(where u and v are real numbers) is the complex number
= U — iv. It is shown in Appendix I that the complex

conjugate of a sum (or product) of complex numbers is the
sum (or product) of the complex conjugates of those
numbers. Use this fact to verify that if = u + iv is a

5 4 -,(c) x — .V — .t + x.

The Trigonometric Functions

adj
cos t = —

hyp

adj
Figure P.66 cost = adj/hyp

sint =opp/hyp

opp
These ratios depend only on the angle t. not on the particular triangle, since all right-
angled triangles having an acute angle t are similar.

Find the roots of the polynomials in Exercises 1—12. If a root is
repeated, give its multiplicity. Also, write each polynomial as a
product of linear factors.

EXERCISES P.6

We will use the arc length t as a measure of the size of the angle AOP. See
Figure P.67.

y

10. — .t4 — 16x + 16

14.
.v2+5x+3

S4 + .V16.
.r3+x2+l

Pt (cost, sin!)

arc length

S

9. x63x4+3x2_l 15. 52 + 2x ± 3
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1. 2.x2—3x—I0

3.x2+2x+2 4.v26+I3
5. 16x4—8x2+1 6..t4+6x3+9x2

7. .v3+l 8. x—i

— 5x + 6 = (x
—
3)(x —2) p = 3, q = 2, pq = 6, p + q = 5

v2 +7x +6 = (x +6)(x + 1) p = 6.q = 1, pq = 6. p +q = 7
.v2+ x—6=(x+3)(x —2) p=3.q =—2.pq = —fi,p+q =

2x2 +x — 10 = (2x + 5)(x — 2) a = 2, b = 5. c = l.d = —2
ac=2.bd=—10.ad+hc= 1.

EXAM PIE 5 Find the roots of the following polynomials:

(a)x3—x2—4x+4, (b)x4+3x2—4,

Solution (a) There is an obvious common factor:

V3 — — 4x +4 = (x — I)(x2 —4) = (x — l)(x — 2)(x + 2).

The roots are 1, 2, and —2.
(b) This is a trinomial in .r2 for which there is an easy factoring:

.v +3x2 —4 = (x2 +4)(x2 — 1) = (x +2i)(x — 2i)(x + 1)(.v — 1).

The roots are 1,—I, 2i, and —2i.
(c) We start with some obvious factorings:

— — x2 +x = x(x4 — x3 — x + I) = x(x — l)(x3 — 1)

=x(x—l)2(x2+x+I).

Thus 0 is a root, and I is a double root. The remaining two roots must come from
the quadratic factor x2 + x + I, which cannot be factored easily by inspection so
we use the formula:

-i±If’ i s/i.
x = = —— ± 1.

2 2 2

11.s5+x3+8x2+8 12.x9—4x7—x6+4x4
In Exercises 13—16, express the given rational function as the sum
of a polynomial and another rational function whose numerator is
either zero or has smaller degree than the denominator.

13.
—2

Figure P.67 If the length of arc AP5 ist
units, then angle A OP, = t radians

complex root of a polynomial P having real coefficients,
then its conjugate f is also a root of P.

2O. Continuing the previous exercise, show that if z = u + iv
(where u and v are real numbers) is a complex root of a
polynomial P with real coefficients, then P must have the
real quadratic factor x2 — 2ux + + v2

21. Use the result of Exercise 20 to show that if z = u + iv
(where u and v are real numbers) is a complex root of a
polynomial P with real coefficients, then z and are roots of
P having the same multiplicity.

Most people first encounter the quantities cost and sin t as ratios of sides in a right-
angled triangle having t as one of the acute angles. If the sides of the triangle are
labelled “hyp” for hypotenuse. “adj” for the side adjacent to angle t. and “opp” for the
side opposite angle t (see Figure P.66), then

and sint = (*)
hyp

In calculus we need more general definitions of cost and sin t as functions defined
fir all real numbers t, not just acute angles. Such definitions are phrased in terms of a
circle rather than a triangle.

Let C be the circle with centre at the origin 0 and radius I; its equation is
x2 + y2 = I. Let A be the point (1, 0) on C. For any real number t, let Pt be the
point on C at distance ti from A, measured along C in the counterclockwise direction
if t > 0, and the clockwise direction if t < 0. For example, since C has circumference
2jr, the point P,/2 is one-quarter of the way counterclockwise around C from A; it is
the point (0, 1).

by looking for factors a and c of A and factors b and d of C for which ad + be = B.
Of course, if this fails you can always resort to the quadratic formula to find the roots
and, therefore, the tctors, of the quadratic polynomial.

EXAMPLE 4

17. Show that x — I is a factor of a polynomial P of positive
degree if and only if the sum of the coefficients of P is zero.

18. What condition should the coefficients of a polynomial
satsify to ensure that x + I is a factor of that polynomial?

I 19. The complex conjugate of a complex number z = U + iv
(where u and v are real numbers) is the complex number
= U — iv. It is shown in Appendix I that the complex

conjugate of a sum (or product) of complex numbers is the
sum (or product) of the complex conjugates of those
numbers. Use this fact to verify that if = u + iv is a

5 4 -,(c) x — .V — .t + x.

The Trigonometric Functions

adj
cos t = —

hyp

adj
Figure P.66 cost = adj/hyp

sint =opp/hyp

opp
These ratios depend only on the angle t. not on the particular triangle, since all right-
angled triangles having an acute angle t are similar.

Find the roots of the polynomials in Exercises 1—12. If a root is
repeated, give its multiplicity. Also, write each polynomial as a
product of linear factors.

EXERCISES P.6

We will use the arc length t as a measure of the size of the angle AOP. See
Figure P.67.
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DEFINITION

I

______________

We are more used to measuring angles in degrees. Since P3 is the point (—1, 0),
halfway (ir units of distance) around C from A, we have

r radians = 1800,

To convert degrees to radians, multiply by / 180; to convert radians to degrees, Figure P.69 The coordinates of Pt are
multiply by l80/ir. (cost, srnt)

Angle convention

In calculus it is assumed that all angles are measured in radians unless degrees
or other units are stated explicitly. When we talk about the angle 7r/3, we
mean ir/3 radians (which is 60°), not 7r/3 degrees.

EXAMPLE 1 Arc length and sector area. An arc of a circle of radius,’ subtends
an angle r at the centre of the circle. Find the length s of the arc

and the area A of the sector lying between the arc and the centre of the circle.

Solution The lengths of the arc is the same fraction of the circumference 2r of the
circle that the angle t is of a complete revolution 2r radians (or 360°). Thus,

s = (2r) = rt units.
2r

Similarly, the area A of the circular sector (Figure P.68) is the same fraction of the area
jrr2 of the whole circle:

t , r2t .

A = — (yrrj = — units,
2r 2

(We will show that the area of a circle of radius r is rr2 in Section 1.1.)

Using the procedure described above, we can find the point P corresponding to any
real number t, positive or negative. We define cost and sin t to be the coordinates of
P,. (See Figure P.69.)

DEFINITION

A
Because they are defined this way, cosine and sine are often called the circular func
tions. Note that these definitions agree with the ones given earlier for an acute angle.
(See formulas (*) at the beginning of this section.) The triangle involved is P, 0 Q, in
Figure P.69.

The radian measure of angle A OP is t radians:

LAOP, =ztradians.

V

P1 (cost, sin!)

x

Figure P.68 Arc length .c = it
Sector area A =r2t/2

Figure P.70 Some special angles

EXAMPLE 2 Examining the coordinates of P0 = A, P.1i, P,and
P_12 = P3/2 in Figure P.70, we obtain the following values:

cos 0 = I cos = 0 cos r = —

sin0= 0 sin = I sinr = 0

/ 7r\ 3r
cosl——I=cos—= 0\ 2! 2

.7 JT\ .3ir
sinl——l=sin—= —l
\ 2! 2

Cosine and sine
For any real t, the cosine of t (abbreviated cost) and the sine of t (abbreviated
sin t) are the s-and v-coordinates of the point P.

cost = the s-coordinate of P
sin t = the v-coordinate of Pt

t

Some Useful Identities
Many important properties of cost and sin t follow from the fact that they are coordi
nates of the point P1 on the circle C with equations2+ v2 = I.

The range of cosine and sine. For every real number!,

—1<cost<l and —l<sint<l.

The Pythagorean identity. The coordinates x = cos t and v = sin t of Pt must
satisfy the equation of the circle. Therefore, for every real number t,

‘1 .)cos_ t + sin t = I,

(Note that cos2 t means (cos t)2, not cos(cos t). This is an unfortunate notation, but it
is used everywhere in technical literature, so you have to get used to it!)

Periodicity. Since C has circumference 2, adding 2 to t causes the point P to
go one extra complete revolution around C and end up in the same place: = P1.
Thus, for every t,
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DEFINITION Tangent, cotangent, secant, and cosecant

sint
tant=— sect=—cost cost

cost I
CSCt=—stnt tant sint

V

S A
x

\

Figure P.81

secondary functions. Figure P.84 shows a useful pattern called the ‘CAST rule” to
help you remember where the primary functions are positive. All three are positive in
the first quadrant, marked A. Of the three, only sine is positive in the second quadrant
S. only tangent in the third quadrant T. and only cosine in the fourth quadrant C.

EXAM PIE 7 Find the sine and tangent of the angle 6 in [7r. ] for which we

have cos9 =
3

Solution From the Pythagorean identity sin2 0 + cos2 0 I we get

I 8
. [ 2/sirr&=l——=—. so sInl9=±I—=±———-.99 V9 3

The requirement that 6 should lie in [, 37r/2j makes 6 a third quadrant angle. Its sine
is therefore negative. We have

Figure P.80 The graph of tans

H
V

2
sint9 =

3

The graph of cot x

lr
12

sin6 —2.//3
and tan 6 = = = 2v.cost? —1/3

T C
Figure P.84 The CAST rule

5r
2

csc x

Figure P.83 The graph of csc xFigure P.82 The graph of sec .v

Observe that each of these functions is undefined (and its graph approaches vertical
asymptotes) at points where the function in the denominator of its defining fraction
has value 0. Observe also that tangent, cotangent, and cosecant are odd functions and
secant is an even function. Since sinsl < I and I cossl < I forall x, cscxl > 1 and
secsl > I for all x where they are defined.
The three functions sine, cosine, and tangent are called the primary trigonomet

nc functions, while their reciprocals cosecant, secant, and cotangent are called the
secondary trigonometric functions. Scientific calculators usually just implement the
primary functions; you can use the reciprocal key to find values of the corresponding

Like their reciprocals cosine and sine, the functions secant and cosecant are periodic
with period 2jr. Tangent and cotangent, however, have period r because

sin(x +r) sinxcosr +cosxsinjr —SillS
tan(x + 7r) = = . . = = tans.

cos(s + r) cosx cosr — sins sinjr —cosx

Dividing the Pythagorean identity sin2 .r +cos2x = I by cos2 x and sin2 .r, respectively,
leads to two useful alternative versions of that identity:

I + tan2 x = sec2 x and I + cot2 x = csc2 x.

Addition formulas for tangent and cotangent can be obtained from those for sine and
cosine. For example,

sin(s + t) sins cost + cos s sin
tan(s + t) = =

cos(s + t) coss cost — stns sin

Now divide the numerator and denominator of the fraction on the right by cos s cost
to get

tans + tantan(s + 1) =
I —tanstant

Replacing t by —t leads to

tan s — tan
tan(s — t) =

I +tanstant

Maple Calculations
Maple knows all six trigonometric functions and can calculate their values and manip
ulate them in other ways. It assumes the arguments of the trigonometric functions are
in radians.
> evalf(sin(30)) ; evalf(sin(Pi/6))

—.98803 16241

.5000000000
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1 5 5
cos(5x) + cos(3x) + cos(

Other trigonometric functions can be converted to expressions involving sine and

I2 + (a — b cos C)2
C2 =

/2 +(a +bcos(ir — C))2

EXAMPLE 10 A triangle has sides a = 2 and b = 3 and angle C = 40°. Find
side c and the sine of angle B.

Solution From the third version of the Cosine Law:

= a2 + b2 — 2abcosC = 4+9 — l2cos4O° 13— 12 x 0.766 = 3.808.

Side c is about = 1.951 units in length. Now using Sine Law we get

sin C sin 40° 3 x 0.6428
sin B = b 3 x 0.988.

c 1.951 1.951

Note that the constant Pi (with an uppercase P) is known to Maple. The evaif ()
function converts its argument to a number expressed as a floating point decimal with
10 significant digits. (This precision can be changed by defining a new value for the
variable Digits.) Without it, the sine of 30 radians would have been left unexpanded
because it is not an integer.
> Digits 20; evalf(].00*Pi); sin(30);

Digits := 20

314.15926535897932385

,sin(30)

It is often useful to expand trigonometric functions of multiple angles to powers
of sine and cosine, and vice versa.
> expand(sin(5*xH;

16 sin(s) cos(x)4 — 12 sin(s) cos(.v) + sin(s)

> combirie((cos(x))5, trig);

FigUre P.87

EXAMPLE 9 For the triangle in Figure P.87, express sides. x and y in terms of
side a and angle 8.

Solution The side x is opposite the angle 8, and v is the hypotenuse. The side
adjacent 8 is a. Thus,

x a
— =tan8 and — =cos8.
a y

Hence, x = a tan 8 andy = = a sec 8.
cos 8

sin(4x)
cos(4s )3

sin (4.i)
4

hyp

cos(12x) + 3cos(4.v)

Figure P.85

When dealing with general (not necessarily right-angled) triangles, it is often convenient
to label the vertices with capital letters, which also denote the angles at those vertices,
and refer to the sides opposite those vertices by the corresponding lowercase letters.
See Figure P.8 8. Relationships between the sides a, b, and c and opposite angles A,
B, and C of an arbitrary triangle ABC are given by the following formulas, called the
Sine Law and the Cosine Law.

sinA sinB sinC
Sine Law: = =

a b c

Cosine Law: a2 = b2 + — 2bc cos A

= a2 + c2 — 2ac cos B
(.2
= a2 + b2 — 2ab cos C

PROOF See Figure P.89. Let Ii be the length of the perpendicular from A to the
side BC. From right-angled triangles (and using sin(r — t) = sin t if required). we
get rsin B = It = b sin C. Thus (sin B)/b = (sin C)/c. By the symmetry of the
formulas (or by dropping a perpendicular to another side), both fractions must be equal
to (sin A)/a, so the Sine Law is proved. For the Cosine Law, observe that

THEOREM

C’

B

Figure P.88 In this triangle the sides are
named to correspond to the opposite
angles

A

cosine.
> convert(tan(4*x)*(sec(4*x))2, sincos) ; combine(%,trig)

The % in the last command refers to the result of the previous calculation.

Trigonometry Review
The trigonometric functions are so called because they are often used to express the
relationships between the sides and angles of a triangle. As we observed at the
beginning of this section, if 8 is one of the acute angles in a right-angled triangle, we
can refer to the three sides of the triangle as adj (side adjacent 8), opp (side opposite
8), and hyp (hypotenuse). (SeeFigure P.85.) The trigonometric functions of8 can then
be expressed as ratios of these sides, in particular:

. opp adj oppsin8 = , cos8 , tan9 =
hyp hyp adj

EXAM PIE 8 Find the unknown sides x and y of the triangle in Figure P.86.

Solution Here, x is the side opposite and y is the side adjacent the 30° angle. The
hypotenuse of the triangle is 5 units. Thus,

if C <

ifC> —

2

x
— = sin 30° = —

5 2

A

= + (a — b cos C)2 (since cos(jr — C) = — cos C)
= b2 sin2 C + a2 — 2ab cos C + b2 cos2 C
= a2 + b2 — 2ab cos C.

The other versions of the Cosine Law can be proved in a similar way.

and -.=cos30
5 2

5. 5.
so x = — units and v = units.

a C

Figure P.89

Figure P.86
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1 5 5
cos(5x) + cos(3x) + cos(

Other trigonometric functions can be converted to expressions involving sine and

I2 + (a — b cos C)2
C2 =

/2 +(a +bcos(ir — C))2

EXAMPLE 10 A triangle has sides a = 2 and b = 3 and angle C = 40°. Find
side c and the sine of angle B.

Solution From the third version of the Cosine Law:

= a2 + b2 — 2abcosC = 4+9 — l2cos4O° 13— 12 x 0.766 = 3.808.

Side c is about = 1.951 units in length. Now using Sine Law we get

sin C sin 40° 3 x 0.6428
sin B = b 3 x 0.988.

c 1.951 1.951

Note that the constant Pi (with an uppercase P) is known to Maple. The evaif ()
function converts its argument to a number expressed as a floating point decimal with
10 significant digits. (This precision can be changed by defining a new value for the
variable Digits.) Without it, the sine of 30 radians would have been left unexpanded
because it is not an integer.
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EXAMPLE 9 For the triangle in Figure P.87, express sides. x and y in terms of
side a and angle 8.

Solution The side x is opposite the angle 8, and v is the hypotenuse. The side
adjacent 8 is a. Thus,
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Hence, x = a tan 8 andy = = a sec 8.
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Figure P.85

When dealing with general (not necessarily right-angled) triangles, it is often convenient
to label the vertices with capital letters, which also denote the angles at those vertices,
and refer to the sides opposite those vertices by the corresponding lowercase letters.
See Figure P.8 8. Relationships between the sides a, b, and c and opposite angles A,
B, and C of an arbitrary triangle ABC are given by the following formulas, called the
Sine Law and the Cosine Law.

sinA sinB sinC
Sine Law: = =

a b c

Cosine Law: a2 = b2 + — 2bc cos A

= a2 + c2 — 2ac cos B
(.2
= a2 + b2 — 2ab cos C

PROOF See Figure P.89. Let Ii be the length of the perpendicular from A to the
side BC. From right-angled triangles (and using sin(r — t) = sin t if required). we
get rsin B = It = b sin C. Thus (sin B)/b = (sin C)/c. By the symmetry of the
formulas (or by dropping a perpendicular to another side), both fractions must be equal
to (sin A)/a, so the Sine Law is proved. For the Cosine Law, observe that
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angles
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cosine.
> convert(tan(4*x)*(sec(4*x))2, sincos) ; combine(%,trig)

The % in the last command refers to the result of the previous calculation.

Trigonometry Review
The trigonometric functions are so called because they are often used to express the
relationships between the sides and angles of a triangle. As we observed at the
beginning of this section, if 8 is one of the acute angles in a right-angled triangle, we
can refer to the three sides of the triangle as adj (side adjacent 8), opp (side opposite
8), and hyp (hypotenuse). (SeeFigure P.85.) The trigonometric functions of8 can then
be expressed as ratios of these sides, in particular:

. opp adj oppsin8 = , cos8 , tan9 =
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EXAM PIE 8 Find the unknown sides x and y of the triangle in Figure P.86.

Solution Here, x is the side opposite and y is the side adjacent the 30° angle. The
hypotenuse of the triangle is 5 units. Thus,

if C <
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— = sin 30° = —

5 2

A

= + (a — b cos C)2 (since cos(jr — C) = — cos C)
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• (x + Ii) — f(x — h)
(ii) jim = f (x)

h—O 2h
(b) Show that the existence of the limit in (i) guarantees that

f• is differentiable at .v.
(c) Show that the existence of the limit in (ii) does not guar—

antee that •f is differentiable at x. Hint: Consider the
function f(s) = si at s 0.

9. Show that there is a line through (a. 0) that is tangent to the
curve v = 53 at x = 3a/2. If a 0, is there any other
line through (a. 0) that is tangent to the curve? If (so. VO)
is an arbitrary point, what is the maximum number of lines
through (so. vO) that can be tangent to ‘, = s? the minimum
number?

10. Make a sketch showing that there are two straight lines, each
of which is tangent to both of the parabolas v = .v2 + 4x + I
and y = + 4x — 1. Find equations of the two lines.

11. Show that if b > 1/2, there are three straight lines through
(0, b), each of which is normal to the curve v = x2. How
many such lines are there if b = 1/2? if b < 1/2?

12. (Distance from a point to a curve) Find the point on the
curve y = 2 that is closest to the point (3, 0). Hint: The line
from (3, 0) to the closest point Q on the parabola is normal to
the parabola at Q.

13. (Envelope of a family of lines) Show that for each value
of the parameter in, the line y = ins — (ni2/4) is tangent to
the parabola v = x2. (The parabola is called the envelope
of the family of lines y = ,n.v — (102/4).) Find f(ni) such that
the family of lines v = nix + f(ni) has envelope the parabola
y = Ax2 + Bx + C.

14. (Common tangents) Consider the two parabolas with equa
tions y = 52 andy = Ax2 + Bx +C. We assume that A 0,
and if A = I. then either B 0 or C 0, so that the two
equations do represent different parabolas. Show that:

(a) the two parabolas are tangent to each other if
B2 = 4C(A — I);

(b) the parabolas have two common tangent lines if and only

if A land A(B2 —4C(A — 1)) >0;

(c) the parabolas have exactly one common tangent line if
either A = I and B 0, or A I and B2 = 4C(A — I);

(d) the parabolas have no common tangent lines if either

A = I andB = 0,orA land A(B2_4C(A_I)) <0.

Make sketches illustrating each of the above possibilities.

15. Let C be the graph of y = x3.

(a) Show that if a 0, then the tangent to C at x = a also
intersects C at a second point x = h.

(b) Show that the slope of C at x b is four times its slope
at x = a.

(c) Can any line be tangent to C at more than one point?

(d) Can any line be tangent to the graph of
v = Ar3 + Bs2 + Cs + D at more than one point?

16. Let C be the graph of y 54 — 2x2.

(a) Find all horizontal lines that are tangent to C.

(b) One of the lines found in (a) is tangent to C at two dif
ferent points. Show that there are no other lines with this
property.

graph of y = x4 — 252 + x at two different points. Can
there exist more than one such line? Why’?

. 17. (Double tangents) A line tangent to the quartic (fourth-
degree polynomial) curve C with equation v = ax + bx3 +
cv2 + d.v + e at s = p may intersect C at zero, one. or two
other points. If it meets C at only one other point x = q, it

must be tangent to C at that point also, and it is thus a “double
tangent.”
(a) Find the condition that must be satisfied by the coefficients

of the quartic to ensure that there does exist such a double
tangent. and show that there cannot be more than one such
double tangent. Illustrate this by applying your results to
y = 51_ 2.v +s

(b) If the line PQ is tangent to C at two distinct points .v = p

and x = q, show that PQ is parallel to the line tangent to
C atx = (p +q)/2.

(c) If the line PQ is tangent to C at two distinct points .r = p

and x = q, show that C has two distinct inflection points
R and S and that RS is parallel to PQ.

18. Verify the following formulas for every positive integer n:

(a) cos(ax) = a” cos (ax + —/
dx” 2
(I” on

(b) sin(a.v) = a” sin (ax + —i—)
Cl” 4 4 J 115

(c) -i-—- (cos x + sin = 4” cos (4.r +

v (mis)

19. (Rocket with a parachute) A rocket is fired from the top
of a tower at time t = 0. It experiences constant upward
acceleration until its fuel is used up. Thereafter its acceleration
is the constant downward acceleration of gravity until, during
its fall, it deploys a parachute that gives it a constant upward
acceleration again to slow it down. The rocket hits the ground
near the base of the tower. The upward velocity v (in metres
per second) is graphed against time in Figure 2.43. From
information in the figure answer the following questions:

(a) How long did the fuel last?

(b) When was the rocket’s height maximum’?

(c) When was the parachute deployed?

(d) What was the rocket’s upward acceleration while its motor
was firing?

(e) What was the maximum height achieved by the rocket’?
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Transcendental
Functions

It is well known that the central problem of the whole of modern
mathematics is the study of the transcendental functions defined by
differential equations.

(3. 39.2)

Felix Klein 1849—1 925
Lectures on Mathematics (1911)

t (s)

Figure 2.43

n trod U ct 0 With the exception of the trigonometric functions, all the
I functions we have encountered so far have been of three

main types: polynomials, rational Junctions (quotients of polynomials), and algebraic
fimctions (fractional powers of rational functions). On an interval in its domain, each
of these functions can be constructed from real numbers and a single real variable x
by using finitely many arithmetic operations (addition. subtraction, multiplication, and
division) and by taking finitely many roots (fractional powers). Functions that cannot
be so constructed are called transcendental functions. The only examples of these
that we have seen so far are the trigonometric functions.

Much of the importance of calculus and many of its most useful applications
result from its ability to illuminate the behaviour of transcendental functions that arise
naturally when we try to model concrete problems in mathematical terms. This chapter
is devoted to developing other transcendental functions, including exponential and
logarithmic functions and the inverse trigonometric functions.

Some of these functions “undo” what other ones “do” and vice versa. When a pair
of functions behaves this way, we call each one the inverse of the other. We begin the
chapter by studying inverse functions in general.

Inverse Functions
Consider the function

f(s) =

whose graph is shown in Figure 3.1. Like any function, f(s) has only one value for
each x in its domain (the whole real line ). In geometric terms, any vertical line meets
the graph of f at only one point. However, for this function f, any horizontal line also
meets the graph at only one point. This means that different values of x always give
different values to f(.v). Such a function is said to be one-to-one.

(c) Find an equation of a straight line that is tangent to the (f) How high was the tower from which the rocket was fired?
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DEFINITION

A

Do not confuse the —l in f1
with an exponent. The inverse
f1 is not the reciprocal 1/f. If
we want to denote the reciprocal
I /f(x) with an exponent we can
write it as (f(x))

If a function defined on a single interval is increasing (or decreasing), then it is one-to-
one. (See Section 2.6 for more discussion of this.)

Reconsider the function f(x) x3 (Figure 3.1). Since the equation

y = 53

has a unique solution x for every given value of y in the range of f, •f is one-to-one.
Specifically, this solution is given by

=

it defines x as a function of v. We call this new function the inverse off and denote it
j._l Thus,

f’C) =

In general, if a function f is one-to-one, then for any number y in its range there
will always exist a single number x in its domain such that y = f(x). Since x is
determined uniquely by v, itis a function ofy. We writes =f1(v) and call j._l the
inverse of f. The function f whose graph is shown in Figure 3.2(a) is one-to-one and
has an inverse. The function g whose graph is shown in Figure 3.2(b) is not one-to-one
and does not have an inverse.

We usually like to write functions with the domain variable called x rather than y, so
we reverse the roles of x and y and reformulate the above definition as follows.

x = fC) = 2v — 1.

cay the came thing. They are ecluivalent just as, for example, y = x + I and x = y —

are equivalent. Either of the equations can be replaced by the other. This implies that
the domain of f1 is the range of f and vice versa.

The inverse of a one-to-one function is itself one-to-one and so also has an inverse.
Not surprisingly, the inverse of f is f:

v = (f)(x) x = f’() = f(s).

We can substitute either of the equations y = f1(x) or x j(y) into the other and
obtain the cancellation identities:

The first of these identities holds for all x in the domain of f_I and the second for
all v in the domain of f. If S is any set of real numbers and Is denotes the identity
function on S, defined by

Isc) = .v for all x in S,

A function J is one-to-one if fCvj) f(x) wheneverxj and 2 belong to the
domain of f and i # .v or, equivalently, if

f(xi)=f(x) =

V

x

EXAMPLE 1 Show that f(s) 2s— (is one-to-one, and find its inverse j_I (.r).

Solution Since f’(s) = 2 > 0 on R, j is increasing and therefore one-to-one there.
Lety f1(x). Then

x+l x+lSolving this equation tory gives y = —i--—. Thus, r (x) =

There are several things you should remember about the relationship between a function
.1 and its inverse f—L The most important one is that the two equations

V = f (s) and .v = f(y)

Figure 3.1 The graph of f(s) =

y

V

/

y = g(x)

Figure 3.2

(a) I is one-to-one and has an inverse.
y = f(x) means the same thing as
= f_Icy

(b) g is not one-to-one

DEFINITION

A

S

(a) (b)

f(f’(x)) =5, f’(f(y)) =y.

If f is one-to-one, then it has an inverse function f1. The value off1(x) is
the unique number v in the domain of f for which f () = s. Thus,

y=f1(x) x=f(y).

As seen above,)’ = 53 is equivalent tox vI/3 or. reversing the roles ofx andy,

y=xI/3 x=y3.

then the cancellation identities say that if (f) is the domain of f, then

1 0 _l = I(fI) and f_I o f =

where f g(x) denotes the composition f(g(x)).
Ii the coordinates of a point P = (a, b) are exchanged to give those of a new point

Q = (b. a), then each point is the reflection of the other in the line.r = y. (To see this,
note that the line PQ has slope —1, so itis perpendicular to v = s. Also, the midpoint
of PQ is (t), ±1) which lies on y = x.) It follows that the graphs of the equations
s = fC) and y = f(s) are reflections of each other in the line s = y. Since the
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Figure 3.3 The graph of y = ,f1 (x) is
the reflection of the graph of y = [Cr) in
the line y = x

equations = f(v) is equivalent to v = f1(s), the graphs of the functions f1 and

f are reflections of each other in v = x. See Figure 3.3.

5. f(f1 (x)) = s for all s in the domain of f
6. (f’) (x) = f(s) for all s in the domain off.
7. The graph of f is the reflection of the graph off in the lines = y.

EXAM PIE 2 Show that g(s) = /2x + I is invertible, and find its inverse.

Solution If g(sj) = g(s3). then /2xj ± I = /‘ETJ. Squaring both sides we get
2si + I = 2s2 + 1, which implies thats1 = .v,. Thus, g is one-to-one and invertible.
Let v = (s); then

It follows that x > 0 and x2 = 2v + 1. Therefore, v
= X

and

Figure 3.4

(a) The graphs of g(x) = f2x + I and
its inverse

(b) The graph of the self-inverse function
f(s) = I/s

DEFINITION

U EXAMPLE 3 The function f(s) = I/s is self-inverse. If y = f1(s), then

x = f(y) = I/v. Therefore, y = 1/s. so f1 (s) = — = f(s).
5

See Figure 3.4(b). The graph of any self-inverse function must be its own reflection in
the line x = y and must therefore be symmetric about that line.

Inverting Non-One-to-One Functions
Many important functions such as the trigonometric functions are not one-to-one on
their whole domains. It is still possible to define an inverse for such a function, but we
have to restrict the domain of the function artificially so that the restricted function is
one-to-one.

As an example, consider the function f(s) = Unrestricted, its domain is the
whole real line and it is not one-to-one since f(—a) = f(a) for any a. Let us define a
new function F(s) equal to f(s) but having a smaller domain, so that it is one-to-one.
We can use the interval [0, cc) as the domain of F:

F(s)=x2 for 0<x<oc.

The graph of F is shown in Figure 3.5; it is the right half of the parabola y = .v2, the
graph off. Evidently F is one-to-one, suit has an inverse F1 which we calculate as
follows:

Let v = F1(s), then .v = F() = v2 and v > 0. Thus v = /i. Hence
F1(x) =

This method of restricting the domain of a non-one-to-one function to make it
invertible will be used when we invert the trigonometric functions in Section 3.5.

Derivatives of Inverse Functions
Suppose that the function f is differentiable on an interval (a, b) and that either
f’(s) > 0 for a < s < b, so that f is increasing on (a, h), or f’(s) < 0 for
a < s < h, so that f is decreasing on (a, h). in either case I’ is one-to-one on (a, b)
and has an inverse, j_i, defined by

V

y f(s)

V

,. y 5

Q

y = .v

f(s) = —

S

S

(a) (b)

Here is a summary of the properties of inverse functions discussed above:

Properties of inverse functions

1. v=f .v=f.
2. The domain of ,f is the range off.

3. The range of f is the domain off.

4. f_i (f(s)) = s for ails in the domain off. F(s)

5 = g(y) = v/’2Y + I.

Figure 3.5 The restriction F of 2 to
[0, Dc) and its inverse F_t

7s-—I
g (s)=

2
fors >0.

(The restrictions 0 applies since the range of g is [0. cc).) See Figure 3.4(a) for the
graphs of g and g1.

v = ,fi (s) .v = f(v). (a < <b).
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the line y = x
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This method of restricting the domain of a non-one-to-one function to make it
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V
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V
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Q
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S
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3O. If V > L, find the interval on which the given solution of the

logistic equalion is valid. Vhat happens to the solution as I

approaches the left endpoint of this interval?

31. If v < 0, find the interval on which the given solution of the

logistic equation is valid. What happens to the solution as

approaches the right endpoint of this interval?

32. (Modelling an epidemic) The number v of persons
infected by a highly contagious virus is modelled by a
logistic curve

I + Me’’

DEFINITION

Figure 3.17 The graph of Sins forms part
of the graph of sins

where t is measured in months from the time the outbreak

was discovered. At that time there were 200 infected

persons, and the number grew to 1,000 after I month.
Eventually, the number levelled out at 10,000. Find the
values of the parameters L. M, and k of the model.

33. Continuing Exercise 32, how many people were infected 3
months after the outbreak was discovered, and how fast was
the number growing at that time?

Remark As for the general inverse function .f1. be aware that sin1 x does not
represent the reciprocal 1/sins. (We already have a perfectly good name for the
reciprocal ofsinx we call it cscs.) We should think ofsin1 .v as “the angle between— and - whose sine is s.”

EXAMPLE 1

(a) sin (4) (because sin
= 4 and — .

(b) sin (—f) = —- (becausesjn (—-) — and — < — <

(c) sin I I) = — (because sin (—-) = —1).

(d) sin1 2 is not defined. (2 is not in the range of sine.)

EXAMPLE 2 Find (a) sin (sin’ 0.7), (b) sin (sin0.3), (c) sin (sin ),
and (d) cos (sin—I 0.6).

Solution
(a) sin (sin—I 0.7) = 0.7 (cancellation identity).

0.6 (b) sin (sin 0.3) = 0.3 (cancellation identity).
(c) The number does not lie in {—., ], so we can’t apply the cancellation

identity directly. However, sin = sin (r — .) = sin by the supplementary
angle identity. Therefore, sin1 (sin ) = sin1 (sin .) = - (by cancellation).

(d) Let & = sin1 0.6, as shown in the right triangle in Figure 3.19, which has hy
potenuse I and side opposite 6 equal to 0.6. By the Pythagorean Theorem, the
side adjacent 6 is x/i2 0.8. Thus, cos (sin 0.6) = cos 6 = 0.8.

EXAMPLE Simplify the expression tan(sin x).

Solution We want the tangent of an angle whose sine is x. Suppose first that
o .v < I. As in Example 2, we draw a right triangle (Figure 3.20) with one angle 6,
and label the sides so that 6 sin_I x. The side opposite & is s, and the hypotenuse
is 1. The remaining side is /T2, and we have

tan(sin1x) = tan&
=

Because both sides of the above equation are odd functions ofs, the same result holds
for—I <s<0.

Now let us use implicit differentiation to find the derivative of the inverse sine function.
lf’ sin_I 5, then x = sin v and — < v . Differentiating with respect to s. we
obtain

clv
= (cos v)—.-.

clx

L

The Inverse Trigonometric Functions

191

sin1(Sinx)= arcsin(Sinx)5 for —<x<

Sin (sin1 x) = Sin (arcsinx) x fi)r — I <x < I

The six trigononletric functions are periodic and, hence, not one-to-o
ne. However, as

we did with the function .v2 in Section 3.1, we can restrict their domains in such a way

that the restricted functions are one-to-one and invertible.

The Inverse Sine (or Arcsne) Function
Let us define a function Sins (note the capital letter) to be sins, rest

ricted so that its

domain is the interval — < x <

r
(—I. —s/2)

Figure 3.18 The arcsine function

The restricted function Sin x7r
Sins = sins if — — < x < —.

2 2

Since its derivative cosx is positive on the interval (—. ), the function Sins is

increasing on its domain, so it is a one-to-one function. It has domain [—., .] and
range [—I, 1]. (See Figure 3.17.)

—x/2
V SinS

0.8

Figure 3.19

DEFINITION

U

3’Sinx -
—

Being one-to-one. Sin has an inverse function which is denoted sin’ (or, in some

books and computer programs, by arcsin, Arcsin, or asin) and which
is called the

inverse sine or arcsine function.

The inverse sine function sint x or arcsinx

V = sin1 .v ‘=‘ .V Sinv

.v=sinv and

The graph ofsin1 is shown in Figure 3.18; it is the reflection of the graph of Sin in
the

line v = x. The domain of sin1 is [—I, lj (the range of Sin), and the range of sin1

is [—i, ] (the domain of Sin). The cancellation identities for Sin and sin1 are

S

Figure 3.20
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Figure 3.6 Tangents to the graphs of /
and •f’

In Leibniz notation we have —- =
dx dx

dv
= f- (v)

EXAMPLE 4 Show that f(s) = x3 +x is one-to-one on the whole real line, and,
notIng that 1(2) = 10, find (t

— ) (10).
Solution Since f’(x) = 32 + I > 0 for all real numbers x,f is increasing and

therefore one-to-one and invertible. If y = j_l (.v), then

x=f(y)=y3+y ,‘ 1=(3y2+I)y’

Y’= 32

Nowx = f(2)= lOimpliesv = f(l0)=2. Thus.

(f_I)’ (10)
= 3v2+ v=2 = 13

17. p(s) 1 + f(s)

21. IC) r2 + I ifs > 0
s±1 ifv<0

22. g
= { /3

0
V - LtV<O

23. li(s) ss + I
24. Find f1(2) if fG x3 +5.

5

25. Findg1(l) if g(s) = + .v —9.
26. Findh1(—3) ifh( =sx + I.

27. Assume that the function f(x) satisfies f’(s) = and that

f is one-to-one. If5’ =f1(, show that dy/dx = y.
28. Find (f’)’ (x) if f(s) 1 + 2s.

29. Show that f(s) has an inverse and finds2+1
(1-’)’ (2).

1130. Find (f’)’ (—2) if f(s) = s./3 + 52•
31. If f(s) .v2/(1 + find f (2) correct to 5 decimal

places.
32. If gLi) = 2.v + sins, show that g is invertible, and find

1(2) and (g )‘(2) correct to 5 decimal places.
33. Show that f( = x secx is one-to-one on (—r/2, r/2).

What is the domain of f’(x)? Find (()‘(0).
34. 1ff and g have respective inverses j and g, show that

the composite function 1 o g has inverse
(fog)1 =g1o.

1135. For what values of the constants a, b, and c is the function
f(s) = (s — a)/(bx — c) self-inverse?
Can an even function be self-inverse? an odd function?
In this section it was claimed that an increasing (or
decreasing) function defined on a single interval is
necessarily one-to-one. Is the converse of this statement
true? Explain.

1138. Repeat Exercise 37 with the added assumption that f is
continuous on the interval where it is defined.

To begin we review exponential and logarithmic functions as you may have encountered
them in your previous mathematical studies. In the following sections we will approach
these functions from a different point of view and learn how to find their derivatives.

An exponential function is a function of the form f(x) a’, where the base a is a
positive constant and the exponent x is the variable. Do not confuse such functions
with power functions such as f(s) = s°, where the base is variable and the exponent is
constant. The exponential function a-’ can be defined for integer and rational exponents
x as follows:

Since we are assuming that the graph v = f(s) has a nonhorizontaltangent line at any
x in (a, b), its reflection, the graph v = (s), has a nom’ertical tangent line at any
s in the interval between f(a) and f(b). Therefore, j_I is differentiable at any such

x. (See Figure 3.6.)

Let v = We want to find dv/dx. Solve the equation)’ = f1 for

s = 1(y) and differentiate implicitly with respect to x to obtain

dy

__________

I = f 0’) —,dx
dv

_________

so
= .f’O’) = f’(’(x))

V

EXERCISES 3.1

Show that the functions fin Exercises 1—12 are one-to-one, and
calculate the inverse functions f’. Specify the domains and
ranges of,f and f1.
1. f(s) = s —

3. f(s) =
2. f(s) = 2x —

4. f(s) =

5. f(s) = 3 6. f(s) I +

7. = 2 s < 0 8. f(s) = (I — 2s)

9. f(s) = _L 10. f( =s+l I+s
I — 2.v

11. f(s) l+s

graph of f

12. f(s)
=

____

2 +1
In Exercises 13—20. •f is a one-to-one function with inverse f
Calculate the inverses of the given functions in terms of f
13. g(s)=f(s)—2 14. h(s)=f(2s)

15. k(s) = —3J(x) 16. ,n(s) = f(s — 2)
1 f(s) — 3

18. q(s)
=

I + f(s)19. rC.)= l—2f(3—4x) 20. s(=
I—f(s)

In Exercises 2 1—23, show that the given function is one-to-one
and find its inverse.

Therefore, the slope of the graph of f at (x. v) is the reciprocal of the slope of the
graph of f at (y, x) (Figure 3.6) and

d _ 1(x)= f’(f’(x))

1136.
1137.

ExponentiaI and Logarithmic Functions

Exponentials
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DEFINfTU3N

A

How should we define at if x is not rational? For example, what does 2 mean? In
order to calculate a derivative of a’, we will want the function to be defined for all i-cal
numbersx, not just rational ones.

In Figure 3.7 we plot points with coordinates (x. 2X) for many closely spaced
rational values of.r. They appear to lie on a smooth curve. The definition of a’ can be
extended to irrational x in such a way that at becomes a differentiable function of x on
the whole real line. We will do so in the next section. For the moment, if s is irrational
we can regard a-’ as being the limit of values a’ for rational numbers r approaching x:

a’ = urn ar.
r rational

1A M PIE 1 Since the irrational number r = 3.141 59265359.. . is the limit
of the sequence of rational numbers

= 3, r = 3.1, 13 = 3.14, 14 = 3.141, r = 3.1415

we can calculate 2’ as the limit of the corresponding sequence

2 = 8, 23.1 = 8.5741877..., 23.14 = 8.8152409...

This gives 2 = lirn,, 2” = 8.824 977 827.

Exponential functions satisfy several identities called laws of exponents:

Laws of exponents

If a > 0 and b > 0, and x and v are any real numbers, then

(i) a° = I (ii) = aX a3’

(iv) aX
=

aY

(v) (a’)” = 1’ (vi) (ab)x = a’ bS

These identities can be proved for rational exponents using the definitions above. They
remain true for irrational exponents, but we can’t show that until the next section.

If a = I. then at = = I for every x. If a > I, then at is an increasing function
of x; if 0 < a < I, then a’ is decreasing. The graphs of some typical exponential
functions are shown in Figure 3.8(a). They all pass through the point (0,1) since a0 =

for every a > 0. Observe that at > 0 for all a > 0 and all real x and that

DEFINITION

U

The graph of’,’ = at has the s-axis as a horizontal asymptote if a 1. It is asymptotic
on the left (ass —cc) ifa > I and on the right (ass — oo)if0 <(1 < 1.

Logarithms
The function f(x) = a-’ is a one-to-one function provided that a > 0 and a I.
Therefore, f’ has an inverse which we call a logarith,nic’fiinction.

Since a’ has domain (—cc, cc), log,, x has range (—cc, cc). Since a’ has range
(0, cc), log,, x has domain (0, cc). Since a’ and log,, x are inverse functions, the
following cancellation identities hold:

log0 (ax) = x for all real x and b°o X
= s for all x > 0.

The graphs of some typical logarithmic functions are shown in Figure 3.8(b). They
all pass through the point (1,0). Each graph is the reflection in the line = s of the
corresponding exponential graph in Figure 3.8(a).

From the laws of exponents we can derive the following laws of logarithms:

Laws of logarithms

Ifs > 0, y > 0, a > 0, b > 0, a 1, and b 1, then
(i) log,, 1 = 0 (ii) log,, (xv) = log,, 5 + log0 y

(iii) log0 () = — log,, s (iv) lo
“

=log,,x—log,,v

log,, 5(v) log,, (x3’) v lot, (vi) log,, x =
1o a

5,

Exponential functions
If a > 0, then

a0 =
a” = a a a a if,, = 1,2,3,

ii factors

= — if,, = 1,2,3
a”

if,, = 1,2.3.... and,,, = ±1. ±2. ±3

In this definition. is the number b > 0 that satisfies b” = a.

Figure 3.7 v = 2-’ for rational .v

Figure 3.8

(a) Graphs of some exponential functions
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If a > 0 and a 1. the function log,, s, called the logarithm of’s to the base a.
is the inverse of the one-to-one function at:

v = log,, x s = a-’ (a>0. al).

(iii) a_X = —
ax

EXAM PIE 2 If a > 0,x > 0, andy > 0, verify that log,, (xv) = log,, x + log,, y,
using laws of exponents.
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How should we define at if x is not rational? For example, what does 2 mean? In
order to calculate a derivative of a’, we will want the function to be defined for all i-cal
numbersx, not just rational ones.

In Figure 3.7 we plot points with coordinates (x. 2X) for many closely spaced
rational values of.r. They appear to lie on a smooth curve. The definition of a’ can be
extended to irrational x in such a way that at becomes a differentiable function of x on
the whole real line. We will do so in the next section. For the moment, if s is irrational
we can regard a-’ as being the limit of values a’ for rational numbers r approaching x:

a’ = urn ar.
r rational

1A M PIE 1 Since the irrational number r = 3.141 59265359.. . is the limit
of the sequence of rational numbers

= 3, r = 3.1, 13 = 3.14, 14 = 3.141, r = 3.1415

we can calculate 2’ as the limit of the corresponding sequence

2 = 8, 23.1 = 8.5741877..., 23.14 = 8.8152409...

This gives 2 = lirn,, 2” = 8.824 977 827.

Exponential functions satisfy several identities called laws of exponents:

Laws of exponents

If a > 0 and b > 0, and x and v are any real numbers, then

(i) a° = I (ii) = aX a3’

(iv) aX
=

aY

(v) (a’)” = 1’ (vi) (ab)x = a’ bS

These identities can be proved for rational exponents using the definitions above. They
remain true for irrational exponents, but we can’t show that until the next section.

If a = I. then at = = I for every x. If a > I, then at is an increasing function
of x; if 0 < a < I, then a’ is decreasing. The graphs of some typical exponential
functions are shown in Figure 3.8(a). They all pass through the point (0,1) since a0 =

for every a > 0. Observe that at > 0 for all a > 0 and all real x and that
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Hyperbolic Functions

DEFINITION

I

Any function defined on the real line can be expressed (in a unique
way) as the sum of

an even function and an odd function. (See Exercise 35 of Section P.5
.) The hyperbolic

functions coshx and sinhx are, respectively, the even and odd funct
ions whose sum

is the exponential function e-5.

(The symbol “sinli’ is somewhat hard to pronounce as written.
Some people say

“shine.” and others say “sinch.”) Recall that cosine and sine are called circular

fluictions because, for any t, the point (cost, sin t) lies on the circle
with eqLlation

x2 + ,2 = Similarly, cosh and sinh are called hvperbolicfiinctions because the point

(cosh t. sinh t) lies on the rectangular hyperbola with equations2— v2 =

cosh2 t — sinh2 t = I for any real t.

To see this, observe that

/ —t 2 / ,t 2

2 -, c +c •. —

cosh I — sinh I = I I — I
\ 2) ‘ 2

= (e ± 2 + e2’ — (e2’ 2 + e_2t))

=(2+2)= 1.

There is no interpretation of t as an arc length or angle as there wa
s in the circular

case; however, the area of the hyperbolic sector bounded by v = 0, the hyperbola

—
y2 = 1, and the ray from the origin to (cosht, sinht) is t/2 square units (see

Exercise 21 of Section 8.4). just as is the area of the circular sector b
ounded by v = 0,

the circle 2 + y2 = I. and the ray from the origin to (cost, sin!). (See Figure 3.26.)

Observe that, similar to the corresponding values ofcosx and sins, we
have

coshO = I and sinhO = 0,

and coshx, like cosx, is an even function, and sinhx, like sins, is an
odd function:

cosh(—x) coshx, sinh(—x) = — sinhx

The graphs of cosh and sinh are shown in Figure 3.27. The graphy =
coshx is called

a catenary. A chain hanging by its ends will assume the shape of a c
atenary.

Figure 3.26 Both shaded areas are t/2
square units

Figure 3.27 The graphs of cosh and sinh
and some exponential graphs to which
they are asymptotic

Many other properties of the hyperbolic functions resemble those of the corre
sponding circular functions, sometimes with signs changed.

Solution We have

— coshx =
eX+e

— et +e(—l)
dx dx 2 —

= sinhx

tn Exercises 52—55, solve the initial-value problems.

E352. ‘= l+x2
v(0) =

53. ‘=
9+x2

y(3) 2

54• ‘=

‘(l/2) =

4
Ess.

y(O) = 0
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The hyperbolic cosine and hyperbolic sine functions

For any real x the hyperbolic cosine, cosh x, and the hyperbolic sine,
sinh x, are

defined by

e +e
coshx =

e’—e’
sinhx

= 2

(a) (b)

EXAMPLE Show that

d
— coshx sinhx and
dx

d
dx

sinhx =coshx.

d e — e-’ e’ — e(l)
— stnhx = — = = coshx.
dx dx 2 2

3;

.5.

The following addition formulas and double angle formulas can be checked alge
braically by using the definition of cosh and sinh and the laws of exponents:

cosh(x + i’) coshxcosh + sinhx sinh.v,
sinh(x + y) sinhx cosh v + coshx sinh v.
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There is no interpretation of t as an arc length or angle as there wa
s in the circular

case; however, the area of the hyperbolic sector bounded by v = 0, the hyperbola

—
y2 = 1, and the ray from the origin to (cosht, sinht) is t/2 square units (see

Exercise 21 of Section 8.4). just as is the area of the circular sector b
ounded by v = 0,

the circle 2 + y2 = I. and the ray from the origin to (cost, sin!). (See Figure 3.26.)

Observe that, similar to the corresponding values ofcosx and sins, we
have

coshO = I and sinhO = 0,

and coshx, like cosx, is an even function, and sinhx, like sins, is an
odd function:

cosh(—x) coshx, sinh(—x) = — sinhx

The graphs of cosh and sinh are shown in Figure 3.27. The graphy =
coshx is called

a catenary. A chain hanging by its ends will assume the shape of a c
atenary.

Figure 3.26 Both shaded areas are t/2
square units

Figure 3.27 The graphs of cosh and sinh
and some exponential graphs to which
they are asymptotic

Many other properties of the hyperbolic functions resemble those of the corre
sponding circular functions, sometimes with signs changed.

Solution We have

— coshx =
eX+e

— et +e(—l)
dx dx 2 —

= sinhx

tn Exercises 52—55, solve the initial-value problems.

E352. ‘= l+x2
v(0) =

53. ‘=
9+x2

y(3) 2

54• ‘=

‘(l/2) =

4
Ess.

y(O) = 0
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The hyperbolic cosine and hyperbolic sine functions

For any real x the hyperbolic cosine, cosh x, and the hyperbolic sine,
sinh x, are

defined by

e +e
coshx =

e’—e’
sinhx

= 2

(a) (b)

EXAMPLE Show that

d
— coshx sinhx and
dx

d
dx

sinhx =coshx.

d e — e-’ e’ — e(l)
— stnhx = — = = coshx.
dx dx 2 2

3;

.5.

The following addition formulas and double angle formulas can be checked alge
braically by using the definition of cosh and sinh and the laws of exponents:

cosh(x + i’) coshxcosh + sinhx sinh.v,
sinh(x + y) sinhx cosh v + coshx sinh v.
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(See Appendix 1.) Therefore.

cosh(2x) = cosh2x + sinh2x = I + 2 sinh2 x = 2 cosh2x 1, dr + e’-’

sinh(2x) 2 sinhx coshx.
cosh(/x) cO,v, cOS(IX) COsh(—x) coshx.

e —
ex

By analogy with the trigonometric function
s, four other hyperbolic functions can Sinh(ix) i siri.v. sin(ix’) = sinh(—) j sinhu

be defined in terms of cosh and sinh.
i

—

Inverse Hyperbojc Fctj5

B £ F I N I TI 0 N Other hyperbolic functions
The functions sinh and tanh are increasing and therefore one-toone and invertible on

—

sechx =sinhx — e’ — eV 1 2 the whole real line. Their inverses are denoted sinh and tanh1,respectively:

tanhx
— coshx — es + ev coshx er + ev

coshx e + e_X 1 2 = X x = sinh v,

cothx = = cschx =

sinhx e”—e sinhx CV — ev y tanh X x tanhy

Multiplying the numerator and denominato
r of the fraction defining tanhx by e_

X and Since the hyperbolic functions are defined in terms ofexponentials. itis not surprising

ex, respectively, we obtain
that their inverses can be expressed in terms of logarithms.

— e 2.s

jim tanhx = urn —2.
= I and EXAMPLE 2 Express the functions sinh’x and tanh’x in terms of natural

I + e logarithms.

e2X
— I —

urn tanhx urn 1, Solution Let v sinh1 x. Then

—
x . — e + I —

-

____
___

e” — e)’ (e.V)2
—

so that the graph of y = tanhx has two hori
zontal asymptotes. The graph of tanhx

x sinhy _____
_, =

(Figure 3.28) resembles those ofx/1 + x2 and (2/)tanx in shape, but, of course,
(We multiplied the numerator and denominator of the first fraction by e3’ to get the

they are not identical, second fraction.) Therefore.
y (e)2 — 2xe3 — I 0.

This is a quadratic equation in e, and it can be solved by the quadratic formula:

Note that +J> x. Since e cannot be negative, we need to use the positive sign:

2x +
e

2

Figure 3.28 The graph of tanh x
e3’ x + v’’i.

The derivatives of the remaining hyperbolic f
unctions

cl

Hence, v = In (x + and we have

— tanhx = sech2x sechx = —sechx tanhx

d
dx sinhr1n(x+i)

cothx = —csch2x —cschx = —cschx cothx
dx Now let y tanh1 x. Then

are easily calculated from those ofcoshx and sinhx using the Reciproca
l and Quotient

e’ — e— e2’ —

Rules. For example,
X = tanliv = (j 1),

es + eY e2Y + I

d d sinhx (coshx)(coshx) — (sinhx)(sinhx) xe’ +x = e — I,

— tanhx — =

2v

dx dx coshx cosh2x I

= —
x.sech’

l—x 2 l—x
e ()

cosh2x — Thus,

Remark The distinction between trigonometric and hyp
erbolic functions largely dis

appears if we allow complex numbers instead
of just real numbers as variables. If tanh’1

1 (1 + S

the imaginary unit (so that
j2 = —1), then

—

i — x
— In (—I<x<I)

eX = cosx +1 sinx and e_(t cosx — i sinx,
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(See Appendix 1.) Therefore.
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